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Abstract

Although real currency appreciations pose direct difficulties for exporters and
import-competing firms as they will face more intense competition, is it possible that
such competition spurs firms to improve productivity? To answer this question, the
paper first constructs a theoretical model to show how the competitive pressures of
currency appreciations induce firms to improve productivity by adopting new tech-
nologies. In addition, the model predicts that during appreciations there will be a
positive relation between market concentration and improvements in productivity for
industries highly exposed to trade, because the benefits of productivity improvement
will be bigger for firms with a larger market share. The paper then examines Cana-
dian manufacturing data from 1997 to 2006, and finds evidence consistent with model
predictions. I find that growth rates of labor productivity were on average higher
during the Canadian dollar appreciation between 2002 and 2006, after controlling for
industry characteristics. Within the group of highly traded Canadian industries, the
more concentrated ones experienced larger growth in labor productivity.
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1 Introduction

Substantial exchange rate movements over the last few decades have raised a question:
what are the impacts of a major real exchange rate appreciation on economic performance?
Conventional wisdom suggests that such appreciation worsens terms of trade and weakens
the competitiveness of home firms. Meanwhile, it is possible that to maintain competitive-
ness, firms will be forced to raise productivity by reducing their costs. Some scholars and
economic commentators argue that a “hard currency”, meaning a currency less prone to
depreciation, can contribute to higher productivity growth. For instance, (Porter, 1990,
p.640) suggests that the appreciations of the Yen in the 1980s had spurred the Japanese
industry to become more competitive. Harris (2001) argues that the Canadian dollar
depreciation in the 1990s was partially responsible for the Canadian productivity decline.

To answer the question of whether manufacturing productivity responds to real ap-
preciations, I first construct a model in which currency appreciations can provide incentives
for firms to improve productivity if they are in industries highly exposed to trade. The
model also predicts that among highly traded industries, the highly concentrated ones will
invest more in productivity improvements because the benefits of productivity gain will
be greater for firms with a larger market share. Second, I test the predictions empirically
by using Canadian manufacturing data from 1997 to 2006. The results suggest that man-
ufacturing productivity growth responded positively to the appreciation of the Canadian
dollar between 2002 and 2006. Within industries exposed to a substantial amount of trade,
the highly concentrated ones experienced a larger gain in labor productivity during the
appreciation period.

In a neoclassical framework, profit maximization by firms automatically implies
cost minimization. However, some economists have long argued that product market
competition forces firms to lower costs and thus improve productivity. Nickell (1996)

contains a review of earlier contributions along this line of thinking. Some of the theoretical



models are based on contract theory, for example Hart (1983) and Raith (2003). Vives
(2008) examines a wide variety of industrial organization models, and concludes that, in
general, increased competition encourages product and process innovations.

In this paper, I focus on how an increase in competition caused by real exchange
rate appreciation lowers the opportunity cost a new technology. Specifically, this paper
adapts the approach of Holmes, Levine and Schmitz (2008) who provide an explanation
for the positive relation between competition and adoption of new technology, based on
the empirical observation that technology changes are often disruptive in the sense that
the marginal cost of production is initially highly before transitioning to a lower cost. In
general various mechanisms, such as learning-by-doing or external increasing return to
scale of adopting a new technology, can give rise to such a cost path. In the context of
this paper, when the real exchange rate appreciates, there is less profit to be made in the
short-run, and so profit loss due to adopting a new technology that initially raises cost of
production is also smaller. Therefore, a real appreciation can provide a good timing for
adopting the technilogy (cite Cabalero?). However, for firms in an industry shielded by
high trade costs, their profitability is less influenced by appreciations, and their incentive
to improve productivity provided by appreciations is smaller.

Compared to Holmes et al. (2008) and other previous papers which focus on when
firms are likely to adopt new technologies to improve productivity, this paper also studies
what types of firms are likely to invest more in productivity improvement. The model
predicts firms will invest to achieve bigger productivity gain if they are in industries with
a low trade cost and a high level of concentration. In industries with fewer firms, since
the benefits of productivity improvements are greater, firms in these industries are likely
to invest more in productivity improvements.

In the microeconomic literature on competition provides ample evidence of a pos-

itive correlation between competition and productivity improvement, with competitive



pressure measured as the number of competitors, concentration ratio, trade barriers, or
the effect of competition policy. MacDonald (1994) finds that import competition im-
proved productivity in highly concentrated US industries. Nickell (1996) suggests that
an increase in the number of competitors was associated with total factor productivity
(TFP) gain in a sample of 700 firms in the UK. Symeonidis (2008) exploits the variation
arising from the introduction of anti-cartel laws in UK industries, and finds that collu-
sion reduced industry-level productivity growth. Galdon-Sanchez and Schmitz (2002) and
Syverson (2004) are two papers that focus on individual industries. The former paper in-
vestigates Canadian and American iron ore producers, which doubled labor productivity,
and increased material efficiency by 50% in response to intense price competition from
Brazilian firms. The latter paper examines ready-mixed concrete plants in the US, and
finds that an increase in local competition led to higher average productivity and lower
productivity dispersion.

In international economics, a few recent firm-level studies examine the effect of ex-
change rate appreciation on firm performances. Fung (2008) finds that the productivity of
Taiwanese firms increase after a major currency appreciation mainly due to the exit of less
efficient firms and bigger production scale of surviving firms after the appreciation. Using
a micro data set from Norway, Ekholm, Moxnes and Ulltveit-Moe (2008) report that net-
exporting manufacturing firms experienced productivity gain after the appreciation of the
Norwegian Krone in the early 2000s. They argue that the gain in productivity came from
technological improvement, and employment cuts. Baggs, Beaulieu and Fung (2009) study
the relation between firm performances and exchange rate in Canada between 1986 and
1997. They suggest that an appreciation decreased sales, profitability and survival rate,
while a depreciation strengthened them. Studying the Canadian agricultural implements
industry, Tomlin (2010) also reports evidence that an appreciation reduces the survival

probability of plants, especially the less productive ones.



To test the predictions of the theoretical model, this paper use data on 237 Cana-
dian manufacturing industries between 1997 and 2006 to study how industry-level labor
productivity growth interacts with exchange rate movements, concentration, and trade
costs. The Canadian dollar experienced substantial movements in the period, allowing
me to investigate the productivity response to a major appreciation. I find that growth
rates of labor productivity, measured as value added per production worker, were on av-
erage higher during the Canadian dollar appreciation between 2002 and 2006. Within
the industries with a high trade-to-revenue ratio, the highly concentrated ones experi-
enced greater growth in labor productivity. The empirical analysis controls for energy
use growth, material use growth, R&D expenditure growth, productivity growth in corre-
sponding US industries, industry fixed effects, and year fixed effects. My empirical work,
based on industry-level data, complements the firm-level studies by building a model that
links industry features to the size of productivity gain, and providing supporting evidence.

Relative to the aforementioned papers, this paper makes two contributions. First,
it highlights that industrial organization is important to understanding productivity gains
associated with an appreciation. It is firms in highly concentrated industries that want
to invest more in new technology. Second, an appreciation provides incentive for tech-
nology adoption only when firms are not shielded by high trade cost. These predictions
are supported by the empirical findings that the productivity responses of highly-traded
and concentrated Canadian manufacturing industries to the Canadian dollar appreciation
between 2002 and 2006 were positive and significant.

The next section lays out the basic modeling environment. Section 3 introduces
the technological opportunity for home firms to improve productivity, and examines how
home firms’ choices interact with an appreciation. Section 4 tests the model predictions

on Canadian manufacturing data and section 5 concludes.



2 Basic Model Setup

There are two countries, the home (h) and the foreign (f), and each has a representative
household. The two households have the same given wealth W and consume a continuum
of goods indexed by i with 7 € [0, 1]. labor supplies in both countries are perfectly inelastic.

The home household’s problem is to maximize

Zﬁt 1/ log(Cit)di

subject to the life-time budget constraint
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Ci: denotes the quantity of good ¢ and Py is its price. Similarly the foreign household

maximizes

2 1
Zﬁt_l/ log(C,)di
— 0

subject to the life-time budget constraint
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Following the convention in international economics, the superscript * denotes variables in
the foreign country. The household preferences determine the demand functions for good

7 in both countries

_W/(1+8)
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where W/(1 + 3) is normalized to be 1.
For each good i, there are n; home firms and n; foreign firms who can produce it. I

will refer to these firms as firms in industry ¢. In both periods, all home firms are endowed



with a constant marginal cost of ¢;p; = ¢p unit of labor and the foreign firms are endowed
with a constant marginal cost of ¢;ry = c¢y. Thus in the model, home and foreign labor
productivities in any industry are é and % labor is the only input and is not mobile
across countries. Every good is tradable, subject to an iceberg trade cost 7; for good 1,
meaning that for each 7; unit of good 7 shipped to the other country only one unit will
arrive. 7; and n; are drawn from the joint CDF F(7,n) with support [1,00) x [1,2,--- , 7.1

The market structure within each industry is similar to that found in Brander and
Krugman (1983). The home firms and foreign firms of industry ¢ produce using labor in
their respective countries. However, they are free to sell their production in both countries.
For a given period, the home and foreign firms of industry ¢ play a Cournot game in the
home market to determine the quantities of good ¢ produced by each firm for the home
market. Simultaneously, the same firms also compete in a Cournot game in the foreign
market. As mentioned before, in all periods both the home and foreign firm face an iceberg
trade cost 7; when they sell in the non-native market.

The problem of home Firm j of industry 7 is

Jo_ J* J J*
ooomax AL =y ey + B,y + eamy) (5)
Tin1Tin1%in2:%in2

where xghl and :L“f;;l are the quantities it produces for home and foreign markets in period
1, and xghQ and xzzz are the quantities for home and foreign markets in period 2. wfhl and
WghQ are profits from the home market in periods 1 and 2. ﬂg;:l and Wg;Q are profits from
the foreign market, measured in the foreign currency. e; and es are the real exchange
rates in the two periods. They are defined as the price of one unit of real foreign money
balance in terms of real home money balance, so a decrease in e; is a real appreciation of
the home currency.

The exchange rates are determined exogenously and known to all firms at the begin-

In this model, the number of firms in an industry is exogenously given. This treatment can be viewed
as a simplification of the case where firms can enter and exit an industry freely and the number of firms
in equilibrium is determined by the exogenous fixed cost of entry.



ning of period 1. This assumption may appear surprising for economists familiar with the
macroeconomic models of exchange rate determination. However, given that my interests
are on the effect of exchange change rate on firms’ behavior and that the macroeconomic
models of exchange rate have enjoyed limited empirical success, I argue that treating the
exchange rate as exogenous is appropriate in this paper.2

In setting up the firm’s problem, I assume firms will discount future at the rate of
time preference of the household, who is also the owner of the firms. In reality, firms
may differ in the discount factor. For firms who place little value on future, there is very
little incentive for them to adopt a technology that will bring a future benefit, holding
other factors constant. The objective function also features no expectation operator, as I
assume firms have perfect foresight of future. While expectation plays an important role
in decision, I choose to suppress it here so as to focus discussion on how exchange rate
lowers opportunity cost of adopting new technology. On empirical section, it is argued
that firms in Canada have a good idea about the path of exchange rate since appreciations
tend to be persistent and commodity prices are a good forecaster of exchange rate of the
Canadian dollar.

At the beginning of period 1 all firms observe each other’s marginal costs for all
times. Then all firms in industry ¢ play a game to determine quantities of output in the
four markets (home and foreign markets in period 1 and 2). The strategy of home firm j in
industry ¢ is the set of quantities {xfhl, :1:{;1, x{m, x{ZQ}, and the strategy of foreign firm j
in industry 7 is the set of quantities {wz 10 :cg;l, acz 20 xf}kQ} There are four subgames, one
for each market in each period. I focus on the subgame perfect equilibrium in which firms
in industry 4 of each country play symmetric strategies. I assume firms have to determine
simultaneously the quantities in both markets in a period, hence in each period, the two

subgames for the two markets are independent. In period 2, firms have to play a Nash

2In Tang (2008), I endogenize the exchange rate and the income of the households in a theoretical model
and find that firms have incentive to improve productivity when the exchange rate appreciates.



equilibrium in the subgames. By the standard backward induction principle, they will
also have to play a Nash equilibrium in the subgames in period 1. Thus all four subgames
are independent, so the subgame perfect equilibrium involves firms playing the symmetric
Nash equilibrium in each subgame. The output quantities in each subgame are determined
as the symmetric Nash equilibrium quantities in that subgame. We can calculate in the
maximized total profit as the sum of maximized profits from each subgame.

Normalizing home wage to be 1, the profit of the home firm j of industry ¢ in the

home market at time ¢ is

ch)xght (6)
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where xfht and xfft are the quantities of good ¢ produced by home firm k£ and foreign

firm k for the home market. The last equality follows from (3) and the market clearing

condition Cy = Y1t zh, + >ty xfft. When the home firm j chooses l'ght to maximize
(6), the first order condition is

Zk;ﬁj fht + e xfft
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Similarly the profit of foreign firm j of industry ¢ in the home market at time ¢ is

—cp, <0 (7)
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When the foreign firm j chooses xi ¢ to maximize (8), the first order condition is

i k k:
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(7) and (9) implicitly define the best responses functions of the home j and foreign

—eicr < 0. 9)

firm j to quantities produced by other firms. Combining (7) and (9) and imposing symme-
try among all home firms and symmetry among all foreign firms, we have the equilibrium
relation between outputs of home and foreign firms

_ niep — (ng — Degmicy

i iy = a1 (1), (10)
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nicp—(n;—1)etticy
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where aq (t,1) = . A careful examination of (7) suggests that if ¢, is large,
then the home firms will produce zero quantities, and foreign firms will produce large
quantities. This is because foreign firms know that given the quantities they produced,
home firms’ the marginal revenue in the home market (the first term in (7)) is always less
than the marginal cost for all xght > 0, leading the home firms to optimally choose zero
quantities. In this case, the denominator of «; will be negative and (10) will no longer
describe the relation between home and foreign quantities of output. Similarly when e;7;cy
is large, foreign firms will produce zero quantities, and the numerator of «;(¢,7) will be
negative. It can be shown that the necessary conditions for both home and foreign firms to
produce positive quantities in the home market is that both numerator and denominator
of ay(t, i) be positive. These conditions can be expressed as

ni—11c¢y

T >
n; epcy

n; 1 Ch,

T < (11)
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If (11) is satisfied, we can substitute the last expression into (7) and (9) and solve for xght
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In particular if n; = 1 the solution is
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If we substitute (12) and (13) into (6) and (8), we have
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Thus for industry ¢ we have a unique symmetric equilibrium in the home market under
(11).
Similarly the home firm’s and foreign firm’s profit functions in the foreign market,

denoted in foreign currency, are

* * Tich ]* ]- Tich J*
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In a symmetric equilibrium in which firms of both countries produce positive quantities,
the equilibrium output and profits are given by
j* n; — 1+ nl‘OéQ(t, Z)
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where s (t, i) = The necessary condition for both home and foreign firms

to produce positive quantities in the foreign market is
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Given ¢y, ¢y and e, (11) and (22) imply that in industries in the set
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both home and foreign firms will produce positive quantities in both markets at time t.
I use the notation O(e;) to emphasize the set depends on e;. Empirically, an industry in
©(et) is one that has both positive import and export. For these industries, total profits

for home and foreign firms are given by

Hj o 1 + €1
ih T (ni o (t=1,9)2  (ng +njaa(t = 1,1))2
e
+ b s + bez .
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Proposition 1. (a) For industries in the set O(e;), the period t profit of home firm j in
mdustry 1 is a decreasing function of ¢, and an increasing function of exchange rate ey.
(b) For industries with the same 1; in the set ©(e;), the period t profit for home firms j
is decreasing in n;. (c) For industries with the same 1; and in which only home firms are

producing positive quantities, the period t profit for home firms j is decreasing in n;.

Proof:
(a) From (16) and (21), we can see the period ¢ profit of home firm j in industry i is
decreasing in a1 and as. Since both ag and o are increasing in ¢;, and decreasing in ey,

the conclusion follows.

(b) For industries in ©(e;), the period t profit for home firm j in the home market is

given by
; 1
) = 16).
Tint (TLZ + nial(t, Z))2 ( )
nicp,—(ns—1)etricy  cp—(ng—1)(cp—erTicy)

If ¢, > e47icy, then aq(t,4) = = is increasing in n;.
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Thus 73, is decreasing in n;. If ¢;, = e;icy, then ay(t,i) = 1 so 7, = (T L

decreasing in n;. Lastly, when ¢j, < e;7;cy, we can prove 7, is decreasing in n; by showing

12



the derivative of the numerator of (16) with respect to n; is positive:

Ch 2
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Therefore, we have shown that ﬂ{ht is always decreasing in n;. Similarly, we can show the
period t profit of home firm j in the foreign market is decreasing in n;.

(c) For industries in which only home firms are producing positive quantities for
both markets, it is easy to verify that the period ¢ profit for firm j is

n; — 1 n; — 1
Z2 +€t 22 (25)

n; n;

which is decreasing in n;. W

The proposition confirms the intuition that an appreciation of home currency erodes
the profit of home firms and validates the usual Cournot competition result that profit

dissipates with the number of firms.

3 Exchange Appreciation and Investment Decision

In this section I introduce the possibility of cost-saving technology. The term technology
is defined as in Jones (2001), as ways to transform factors into output. In general, they
can be product innovations, but in this paper I refer to a cost-saving process innovation.
For example the innovation could be an improvement in labor practice as emphasized in
Baily, Gersbach, Scherer and Lichtenberg (1995), and Schmitz (2005).

To simplify the problem, I assume all home and foreign firms in each industry are
endowed with the same unit cost, ¢, = ¢ = ¢y for both periods. All home firms have access
to technology that reduces the second-period marginal cost from ¢, to éch, where o is the

improvement in labor productivity. However the technology is also disruptive in the sense

13



that, if a firm chooses o > 1, it raises the first period marginal cost from ¢y to ycp, where
~ is a constant greater than 1.3 Since adoption at time ¢ will raise the cost at that period,
no firm would adopt the innovation at ¢ = 2. Proposition 1 implies the technology will
bring higher profit in the second period but entail a loss of profit in the first. Firms can
choose ¢ in the range [1,7) but will have to pay a fixed cost I(o). I assume (o) is strictly
convex in o forall 1 < 0 <@, I(0c =1) =0, lim,_y1 I(¢) > 0, and lim,_,5 I(0) = co. *

My assumption regarding new technology follows that of Holmes et al. (2008), which
suggests that technology change is disruptive in the sense that there is a costly transition
to lower cost of production. Holmes et al. (2008) motivate this assumption by citing a
large number of empirical observations. For illustrative purposes consider the following
scenario. The implementation of new technology requires a fixed investment in the train-
ing of employees and during the transition, as a result, workers are less productive as they
are learning to master the new technology. In general, the downward path of cost can
arise due to mechanisms such as learning-by-doing and external increasing return to scale.
As mentioned in the introduction, Vives (2008) studies a wide variety of industrial orga-
nization models and concludes that in general more competition induces a bigger effort
to improve productivity. Holmes et al. (2008) obtain similar predictions with the empir-
ically motivated assumption of disruptive technology changes. I follow their assumption
to maintain model tractability.

It is clear from the nature of the technology that the trade off between current costs
and future gain is crucial for adoption choices. A two-period world is the minimum struc-
ture that allows us to study the trade off between the present and the future. Adding

more periods simply requires one to replace second-period profits in firms’ objective func-

31t is possible that firms could improve productivity by adopting other new technologies that are not
disruptive and are always profitable to implement. I choose not to model such technology opportunities
as they would not interact with exchange rate movements. In the empirical section of the paper, I will try
to account for this possibility.

“In general v can be increasing in o, however, since the assumptions regarding I(o) ensure that the
first-period cost of adoption (which equals I(o) plus the profit loss due to a high marginal cost ~vycp,) is
increasing in o, I do not pursue this complication.
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tions with value functions. Both a second-period profit function and a value function
should be increasing in productivity, giving rise to a future gain due to a technological
upgrade. Since the focus of this paper is on how first-period loss interacts with exchange
rate movements, a two-period model is sufficient.

Since the two countries are symmetric, it is reasonable to conjecture that without
exogenous shocks, the exchange rate is e; = 1,% will hold in both periods. The timing of

the game in industry i is the following:

e Stage 0, an exogenous shock to exchange rate is realized, firms have perfect foresight

that e; < 1 and ey = 16

e Stage 1, home firm j determines its choices of 0/ and pay I(07), for j = 1,2,--- , n;;

foreign firm j determines its choices of 07* and pay I(07*), for j = 1,2,--- ,n;;

e Stage 2, the choices of firms in stage 1 are observed by all (so every firm knows
the marginal cost of each firm in both periods), and firms play the Cournot game as
described in section 2 to determine outputs in each of the four markets (home and

foreign markets in period 1 and 2).

The game is solved by standard backward induction. In stage 2, given {01, o, ,a”i}
and {01*702*,--‘ ,a”i*} firms play the Cournot game described in section 2 and the
payoffs are as derived in section 2. In stage 1, given how the equilibrium profit depends
on {01,02, e ,G”i} and {al*,a2*, e ,a"i*}, home firm j chooses o7, for j =1,2,--- ,n;

and foreign firm j chooses o7x, for j = 1,2,--- ,n;. Again, I will focus on an equilibrium

in which all home firms are symmetric, and all foreign firms are symmetric in stage 1.

°In Tang (2008), T close the model and derive the equilibrium exchange rate as a function of firm
productivities and shock to currency demand. In a steady state in which the productivities are equal
across countries and currency demand shocks equal zero, the equilibrium exchange rate is 1.

As indicated by Rogoff (1996) and references therein, the exchange rate tends to revert to the Pur-
chasing Power Parity (PPP) level in the long run. To simplify the analysis, I assume that the firms know
for sure the exchange rate will return to its long run value of 1 for sure.
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In stage 2, I focus on the choices of ¢ for industries in which firms of both countries
produce positive quantities in all markets, except that home firms may be forced out of
the foreign market during the period 1 appreciation. The game potentially has a large
number of equilibrium, so I choose to focus on an intuitive one in which all home firms
in industry ¢ choose the same ¢ > 1 while all foreign firms choose ¢* = 1. In such an
equilibrium, if it exists and if firms of both countries are producing positive quantities

then the total profit of the home firm j before paying I(c) is

. 1 €1 n-1
ih iv—(ni—l)ei7s iTiy—(ni—1
(ni + ST TR ()

B Bea

) nifo—(ni—1)eaT; ] niTi/o—(ni—1)e
(i =y (% e ")

+

(26)

where 1(e; > ”T_lnv) is an indicator function. When e; > "T_ITW fails, the home firms
are driven out of the foreign market, and make zero profit. If all home firms choose status

quo (sq), i.e. o = 1, the total profit is

1 e n—1
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I refer to the difference th(a) - th(sq) as the benefit of adopting the disruptive technol-
ogy. Choosing some o > 1 dominates o = 1, if the associated benefit is greater than the

cost I(0). The benefit has two components, the profit loss in the first period

1 €1 n—1
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and the profit gain in the second

B Bea
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Similar to (23), given e; < 1 and ey = 1, we can formally define the set of industries with
{ni, 7i,0;} such that firms of both countries produce positive quantities for all markets,
except that home firms may produce zero for the foreign market during the period 1 due

to the appreciation, as

@U(el) :{(ni,n,ai) S [1,2,- .- ,ﬁ] X [1,00) X 0; € [1,5) :
. 1 . - — 1o
T < M , Tp > 7(7% )7, T < o , T > 7(7% >JZ} (29)
(n,- — 1)61’)’ n;ex (nz — I)JZ' n;

In terms of import and export, an industry in O, (e1) have positive import in both periods,
positive export in the second period and possibly positive export in the first period.
To make it possible for the adoption decision problem to interact with the exchange

rate, I assume
e (i) For industries in O,(e; = 1), th(a) - th(sq) < I(o) for all o € (1,7);

o (ii) If ;, =1, for all n; € [1,2,--- ,7] we can find an interval ¥,, C (1,7) such that
the second-period profit gain of firms in industry i, given by equation (28), is strictly

greater than the cost (o) for all 0 € &, .

Assumption (i) implies it is not profitable to choose any ¢ > 1 with e; = 1 although the
technology is readily available, and assumption (ii) says that if the first-period profit loss
is zero, it will be profitable for home firms of industry ¢ to adopt o € %,,.

The following two propositions show how benefits in adopting disruptive new tech-

nologies are affected by e; and 7;. Firstly given 7; and n;, an exchange appreciation lowers

17



the first period profit loss, so choosing some o > 1 can be profitable. Secondly, given
e1 and n;, a large trade cost 7; insulates home firms from trade and the influence of ex-
change rate movements. Home firms will have no incentive to choose o > 1, even if they

experience an appreciation.

Proposition 2. Consider industries in ©,(e1). Given n;, and 7; close enough to 1, for
all o € X, there exists an exchange rate threshold such that it is profitable to adopt o
for home firms for all ey below the threshold. Meanwhile, all foreign firms choose not to

invest, i.e. they choosec™ = 1.

Proof:
The absolute value of the fir