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Abstract
In this paper, linear regression (LR), multi-linear regression (MLR) and polynomial regression (PR) techniques are applied 
to propose a model Li-MuLi-Poly. The model predicts COVID-19 deaths happening in the United States of America. The 
experiment was carried out on machine learning model, minimum mean square error model, and maximum likelihood ratio 
model. The best-fitting model was selected according to the measures of mean square error, adjusted mean square error, 
mean square error, root mean square error (RMSE) and maximum likelihood ratio, and the statistical t-test was used to verify 
the results. Data sets are analyzed, cleaned up and debated before being applied to the proposed regression model. The cor-
relation of the selected independent parameters was determined by the heat map and the Carl Pearson correlation matrix. It 
was found that the accuracy of the LR model best-fits the dataset when all the independent parameters are used in modeling, 
however, RMSE and mean absolute error (MAE) are high as compared to PR models. The PR models of a high degree are 
required to best-fit the dataset when not much independent parameter is considered in modeling. However, the PR models 
of low degree best-fits the dataset when independent parameters from all dimensions are considered in modeling.

Keywords  Machine learning · Linear regression · Polynomial regression · t-Test · COVID-19 · Accuracy

1  Introduction

The terms endemic, epidemic, outbreak, and pandemic 
are very closely related. An endemic is a disease that has 
a constant presence in a particular location or region. For 
example, Ice is an endemic to Antarctica and Malaria is an 
endemic to Africa and in some parts of India also. However, 
an epidemic is a disease that is localized to a region but the 
number of new cases of the disease spreads very fast than 
expected. In an epidemic the problem becomes out of con-
trol, for example, the time when the COVID-19 was limited 
to Wuhan city of China only, it was an epidemic. Going one 
step further, the endemic becomes an outbreak when the rise 

in number of cases of the disease is more than anticipated. If 
at this point the outbreak is not controlled then it becomes an 
endemic. When the epidemic is more geographically spread, 
over multiple countries or continents, then it becomes a pan-
demic [1].

The dataset to be used for analysis should be viewed from 
different angles for pre-processing. Multi-view methods can 
well preserve the diverse characteristics of data [2–6]. Many 
researchers have analyzed the spread pattern of diseases and 
tried to predict the impact of diseases so as to develop some 
policies to combat it and prevent the destruction from it. A 
number of statistical models are developed towards it. In this 
paper, mostly machine learning-based linear and polynomial 
regression models have been surveyed and analyzed. A non-
linear regression model for modeling and forecasting the 
malaria disease incidence with a high confidence level and 
high degree of efficiency is developed [7]. The authors used 
three types of data, long and small-time series, and spatial 
data on non-linear regression analysis, and tested the mod-
els on statistical ANOVA tests. A support vector regression 
mechanism is applied to predict the number of COVID-19 
cases and found that non-linear models, having the high-
est degree of non-linearity on the basis of Gaussian Kernel 
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function are good but these suffer from over-fitting of data 
[8]. An exponential, polynomial, and auto-regressive inte-
grated moving averages (ARIMA) regression mechanism is 
used for predicting the growth of COVID-19 cases in India. 
The authors traced the growth of COVID-19 cases and found 
that it follows a power regime i.e. from exponential to quad-
ratic and then quadratic to linear. Models were fitted using p 
values, R-Square error values, and ANOVA test, and exper-
imentation revealed that the ARIMA models are the best 
one [9]. An auto-regression technique is used to improve 
the predictive ability of linear and multi-linear regression 
model for predicting the death-rate in India. However, it was 
found that predicted death-rate did not pass the test of statis-
tical significance [10]. In another research work, the authors 
proposed a susceptible-infectious-recovered-dead (SIDR) 
model for estimating the growth in the COVID-19 cases 
that uses parameters basic reproduction number, mortality, 
and recovery rates on linear regression with least square as 
the cost function. The accuracy of the model is checked on 
R-Square and RMSE [11].

Some other research works based on advanced techniques 
have also been studied. A deep learning and artificial intel-
ligence framework is used for categorizing the illness [12]. 
A long short-term memory (LSTM) based model [13] and 
a deep learning approach to the LSTM network [14] is used 
for showing the trend in infection rate and death-rate from 
the COVID-19 pandemic. The impact of COVID-19 is pre-
dicted for confirmed, recovered, and death cases through a 
linear regression model for many countries [15]. A mathe-
matical model accounts for the parameters having an impact 
on the spread of COVID-19 cases and a Fourier decom-
position-based non-parametric model is presented to best-
fit the available data [16]. A trust-region-reflective (TRR) 
algorithm-based model that uses a real-time optimization 
technique has been presented to fit the COVID-19 data 
and the uncertainty of the mechanism has been quantified 
with LHS-PRCC coefficient test [17]. The effect of popula-
tion density and climatology factors are used in modeling 
the COVID-19 statistics [18, 19]. In another research, the 
authors consider the effect of the availability of health care 
facilities in controlling COVID-19 cases and developed a 
SEIR epidemic model [20].

The statistical machine learning regression models have 
also been applied in a number of domains ranging from busi-
ness, climate control, education and academia, sports, etc. to 
name a few. In another proposed approach for analyzing the 
pattern and relationship among dependent and independent 
parameters, the authors used lagged polynomial fractional 
regression (LPFR) which is an extension of the polynomial 
fractional regression (PFR). The proposed approach was 
proven better on the basis of R-Square error and Adjusted 
R-Square error metrics [21]. A polynomial regression model 
is applied to predict the relationship between strains and 

drilling depth, and parameters of the model are estimated 
with least-square method [22]. The market value of foot-
ball players is predicted through a multiple linear regres-
sion model on the basis of physical and past performance 
features [23] and multiple linear regression is applied on the 
academic evaluation of students [24]. In another research, 
the authors studied COVID-19 impact on the educational 
system globally [25].

The work presented in this paper comes out with machine 
learning-based linear and polynomial regression models 
that best-fits the COVID-19 pandemic statistics from Johns 
Hopkins dataset [26]. The dataset covers COVID-19 statis-
tics from 58 states. The prediction of the number of deaths 
occurring is modeled on four independent parameters using 
linear and polynomial regression. The experiment was 
carried out on a machine learning model, minimum mean 
square error model, and maximum likelihood ratio model. 
The best-fitting model was selected according to the meas-
ures of mean square error, adjusted mean square error, mean 
square error, RMSE, and maximum likelihood ratio, and 
the statistical t-test was used to verify the results. Data sets 
are analyzed, cleaned up, and debated before being applied 
to the proposed regression model. The correlation of the 
selected independent parameters was determined by the heat 
map and the Carl Pearson correlation matrix. The magnitude 
of the correlation between data is presented as colors or vari-
ation of color intensity in two dimensions. The high values 
in the matrix, which are in a range of 0–1 reveals that the 
five fields are strongly correlated and can be considered as 
independent parameters in fitting models.

The rest of the paper is organized as follows. Section 2 
describes methods for data pre-processing and proposed 
models. Section 3 presents the accuracy results for linear 
and polynomial regression models on the basis of four accu-
racy evaluation metrics. Section 4 presents a discussion on 
the results and validates models through statistical t-tests. 
Section 5 concludes the paper.

2 � The proposed Li‑MuLi‑Poly model

After preprocessing of the dataset such as data collection, 
analysis, cleaning, wrangling, and independent parameters 
selection, we propose a machine learning-based linear and 
polynomial regression models according to the flow diagram 
presented in Fig. 1. The following four accuracy metrics 
are used to check the models: R-Square error, Adjusted 
R-Square error, root mean square error (RMSE), and mean 
absolute error (MAE).

The following four independent parameters are used from 
the dataset for LR and PR and the number of deaths ‘Deaths’ 
is predicted as the dependent parameter.
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x1 = ‘Day’, x2 = ‘People_Tested’, x3 = ‘Active’ and x4 
= ‘Confirmed’.

The model is trained on 80% input dataset using 
machine learning techniques on linear and polynomial 
regression models on a single parameter, two parameters, 
three parameters, and four parameters from the feature set 
‘x1’, ‘x2’, ‘x3’ and ‘x4’. At each stage, the models are 
evaluated with four evaluation metrics and, intercept and 
coefficients are obtained.

The input dataset is from a ‘p’ dimensional real space 
and the output is also from a real space. The data comes 
from some joint distribution unknown a priori.

We try to learn a function f(x) on a training sample 
dataset (x1, y1), (x2, y2), …, (xN, yN) and validate on the 
test dataset.

where ‘x’ comprises of (x1, x2,.., xp); each corresponds to an 
attribute that describes the data.

It can also be written as:

x � Rp,

y � R.

f (x) ∶ R2
→ R,

ŷ = f (x) = 𝛽0 + 𝛽1x1 + 𝛽2x2 +⋯ + 𝛽pxp,

f (x) = �0 +

p∑
j=1

�jxj.

where set x0 = 0.
It is represented in vector form as:

Polynomial regression is used where the dataset to be 
fitted shows a curvilinear pattern in nature. This class helps 
in providing features to add a polynomial term to a sim-
ple linear regression model. Then an object of the class is 
created that helps in transforming matrix of features into a 
new matrix of features. This new matrix of features con-
tains independent parameters like x, x2 which represents 
additional polynomial terms. In other words, the transforma-
tion converts a parameter ‘x’ into new matrix that contains 
additional independent parameters with power 2, 3, 4, etc.

For a degree = ‘n’ polynomial with one independent 
parameter ‘x’, the general form of the equation is as:

For a degree two polynomial with two independent 
parameters ‘x1’ and ‘x2’, the equation predicting the number 
of deaths is given as:

f (x) =

p∑
j=0

�jxj,

f (x) = xTβ,

f (x) =

⎡
⎢⎢⎢⎣

x01 ⋯ x
0p

⋮ ⋱ ⋮

xN1 ⋯ xNp

⎤
⎥⎥⎥⎦

⎡⎢⎢⎣

�0
⋮

�p

⎤⎥⎥⎦
.

ŷ = 𝛽0+𝛽1x + 𝛽2x
2 +……+ 𝛽nx

n

Fig. 1   Flow diagram for obtain-
ing the proposed Li-MuLi-Poly 
model
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where β0 is the intercept and β1, β2, β3, β4 and β5 are coef-
ficients. This can be generalized for a polynomial of degree 
three and higher.

The following equations were obtained for LR and PR 
with one independent parameter x1:

The following equations were obtained for LR and PR 
with two independent parameter x1 and x2:

The coefficients of equations with the above-mentioned 
one and two parameters as well as for three and four param-
eters were generated with a machine learning library. How-
ever, the equations with three and four parameters become 
very complex for polynomials.

ŷ = 𝛽0 + 𝛽1x1 + 𝛽2x2 + 𝛽3x1
2 + 𝛽4x1x2 + 𝛽5x2

2

ŷ = 44099.58 + 998.08x1,

ŷ = 32469.98 + 1495.94x1 − 3.59x1
2,

ŷ = 20166.54 + 2568.63x1 − 22.745x1
2 + 9.15e − 2x1

3,

ŷ = 18295.42 + 2.84782e + 3x1 − 31.84x1
2 + 0.19x1

3 − 3.61742e − 4x1
4,

ŷ = 20261.29 + 2.4821e + 3x1 − 9.928x1
2 − 2.2848e − 1x1

3 + 2.9977e − 3x1
4 − 9.6088e − 6x1

5,

ŷ = 19393.42 + 2.639869e + 3x1 − 2.8680e + 1x1
2 + 3.091e − 1x1

3 − 4.12e − 3x1
4 + 3.528e − 5x1

5 − 1.08e − 7x1
6,

ŷ = 18929.89 + 2.870903e + 3x1 − 4.767232e + 1x1
2 + 1.064x1

3 − 1.89e − 2x1
4 + 1.88e − 4x1

5 − 9.026e − 7x1
6 + 1.63e − 9x1

7,

ŷ = 26718.82 + 2.462e + 1x
1
+ 2.3669e + 2x

1

2

− 1.161e + 1x
1

3 + 2.8158e − 1x
1

4 − 3.87e − 3x
1

5

+ 3.0469e − 5x
1

6 − 1.27362e − 7x
1

7 + 2.189e − 10x
1

8
.

ŷ = 34728.076 + 1.7459768e + 3x1 − 1.4014e − 3x2,

ŷ = 22801.69 + 2.7482e + 3x1 − 1.51e − 3x2 − 2.14e + 1x1x2 + 2.311e − 5x1
2 + 1.0e − 11x2

2,

ŷ = 36439.88 + 1.83e − 9x
1
+ 1.25e − 9x

2
− 2.52e

− 13x
1

2 − 5.4e − 8x
1
x
2
+ 8.14e − 10x

2

2 − 3.43e

− 11x
1

3 − 5.37e − 6x
1

2
x
2
+ 7.0e − 12x

2

2
x
1
− 6.28e − 18x

2

3

3 � Results measuring accuracy of the model

A number of experimental runs were performed with linear 
regression (LR) and polynomial regression (PR) models 
with varying correlated independent parameters of inter-
est. The observations are recorded in the form of evalua-
tion metrics obtained for the run models as presented in 
Table 1. Here liner regression models are evaluated on 
a single parameter (days) LRP1, two parameters (days 
and people tested) MLRP2, three parameters (days, peo-
ple tested and active cases) MLRP3, and four parameters 
(days, people tested, active cases, and confirmed cases) 
MLRP4. Similarly, the polynomial regression models are 
also evaluated on varying parameters and varying degree 

PRPxDy, where x represents the number of parameters and 
y represents the degree of polynomial.

The best models were chosen on the basis of the 
accuracy evaluation metrics: R-Square error, Adjusted 
R-Square error, root mean square error (RMSE), and mean 
absolute error (MAE). A good model has the characteris-
tics of maximizing R-Square error and Adjusted R-Square 
error and minimizing RMSE and MAE. Table 1 presents 

the linear regression (LR) and polynomial regression (PR) 
models evaluated on a varying number of independent 
parameters and varying degrees for polynomial regression.

4 � Discussions

The results obtained for linear and polynomial regression 
models on the four accuracy evaluation metrics are discussed 
in this section.
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4.1 � Linear and polynomial regression model 
evaluation with one independent parameter

It is observed from Table 1 that polynomial regression of 
degree zero is of no use as it is giving negative values for 

R-Square error and Adjusted R-Square error. The simple LR 
and PR of degree = 1 are same. The adjusted R-Square error 
metric can be ignored for LR and PR with one parameter 
as this metric actually measures the impact of including a 
greater number of parameters on the predicted output. It can 
be seen here that the R-Square error metric for PR is slightly 
better than the simple LR. Among PR models, the R-Square 
error improves on moving from degree = 1 to degree = 3, 
and it remains almost stable on further increasing the degree 
of PR model up to degree = 7 and then it decreases on fur-
ther increasing the degree. The values obtained for RMSE, 
and MAE are large in most of the observations because of 
the pattern of data distribution. Though the values for these 
parameters are very large still they can be used to compare 
the models.

Similar to the trend observed with R-Square error met-
ric; RMSE and MAE metrics also follow the same pattern 
and the minimum values are obtained for PR of degree = 3 
and 4. So, PR models of degree 3 and 4 with a single inde-
pendent parameter ‘Days’ best-fit the dataset on the basis 
of the four model evaluation metrics used here. Here LRPx 
means LR with ‘x’ number of independent parameters and 
PRPxDy means PR with ‘x’ number of independent param-
eters and ‘y’ degree of polynomial. It is also shown graphi-
cally in Fig. 2, where the PRP1D3 (red-fitted curve) and 
PRP1D4 (orange fitted-curve) best-fits the original scattered 
dataset though RMSE and MAE values are slightly less for 
PRP1D4. But RMSE and MAE values are significantly low 
for PR models. However, between the two polynomials then 
lower degree polynomials are always preferred due to its low 
complexity over the higher degree polynomial. So, PRP1D3 

Table 1   Linear and polynomial regression model evaluation

Model used R-Square error Adjusted 
R-Square 
error

RMSE MAE

LRP1 0.9692 0.966 6810.99 5912.39
PRP1D0 − 0.0689 − 0.176 40156.72 32411.64
PRP1D1 0.9692 0.966 6810.99 5912.39
PRP1D2 0.9874 0.982 4343.29 3690.51
PRP1D3 0.9997 0.982 729.14 559.03
PRP1D4 0.9997 0.982 655.65 512.85
PRP1D5 0.9998 0.982 671.23 523.83
PRP1D6 0.9997 0.982 724.43 545.21
PRP1D7 0.9997 0.982 778.27 603.93
PRP1D8 0.9995 0.982 862.04 641.77
PRP1D9 0.9829 0.982 5076.83 3985.43
MLRP2 0.9895 0.9894 3971.39 3374.88
PRP2D2 0.9995 0.9995 780.61 659.80
PRP2D3 0.9567 0.9524 8074.50 6963.00
MLRP3 0.9922 0.9909 3430.16 2991.10
PRP3D2 0.9995 0.9994 819.49 653.94
PRP3D3 0.9969 0.9965 2133.56 1767.00
MLR P4 0.9983 0.9979 1597.53 1286.83
PRP4D2 0.9996 0.9995 720.10 575.82
PRP4D3 0.9994 0.9992 941.56 756.04

Fig. 2   LR and PR models with 
one parameter (number of days) 
and varying degree, green curve 
represents the original scat-
tered dataset, LRPx means LR 
with ‘x’ number of independ-
ent parameters and PRPxDy 
means PR with ‘x’ number of 
independent parameters and ‘y’ 
degree of polynomial
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is selected as the best-fit model when a single independent 
parameter is considered.

4.2 � Multi‑linear and polynomial regression 
model evaluation with multiple independent 
parameters

It is evident from Table 1 that PR of degree two polynomial 
best-fits the dataset over the MLR and other high order poly-
nomials because it is having maximum values for R-Square 
error and Adjusted R-Square error and low values for RMSE 
and MAE. It is also evident from the three-dimensional plot 
of two parameters against the predicted death-toll in Fig. 3. 
The green scattered plot represents the dataset to be fitted 
i.e., ‘Days’ and ‘People_Tested’ versus ‘Deaths’ occurring. 
Here MLRPx means MLR with ‘x’ number of independ-
ent parameters and PRPxDy means PR with ‘x’ number of 
independent parameters and ‘y’ degree of polynomial. The 
red curve representing PRP2D2 best fits the dataset can be 
seen in Fig. 3.

It is also observed from Table 1 that the MLR with two 
parameters is better than LR with one parameter on all 
model evaluation metrics. The PR of degree = 2 is very close 
to approximating the dataset. The MLR with three param-
eters is even better than the MLR with two parameters and 
PR of degree = 2 with three parameters is better than the PR 

of degree = 2 with two parameters. It is also observed that 
the MLR with four parameters is better than all the MLR 
with less than four parameters as it predicts the output on 
the basis of all the possible dimensions. Similarly, PR of 
degree = 2 with four parameters is also superior to the PR 
of degree = 2 with three parameters. One more observation 
is recorded from here that PR of degree more than two are 
not good over the corresponding PR of degree = 2 with two, 
three, or four parameters. From all these observations it can 
be said that the dataset is closely fitted with MLR with four 
parameters, PR of degree = 3 with one parameter and PR of 
degree = 2 with three and four parameters.

As the chosen three models are very close to each other, 
the equation with a lower degree or order is always pre-
ferred due to its low complexity. Moreover, the MLR model 
with four parameters encompasses the impact of all the four 
parameters in the equation. It was very difficult to present 
models on more than two parameters/dimensions, so it has 
not been presented here graphically.

4.3 � Hypothesis testing

The t-value can be described in terms of variance as:

The z-test is more suitable for sample sizes more than 30. 
Sample size is related to ‘degree of freedom (df)’. For t-test, 
“df = sample size − 1”. Here, the independent-samples t-test 
is used to compare mean of the predicted death-toll values 
from the test dataset against the death-toll values predicted 
through the LR, MLR, and PR models.

The following two hypotheses are assumed for perform-
ing t-test.

H0: The death-toll mean from the test dataset and the 
predicted death-toll mean are almost the same. There is no 
statistically significant difference between the samples.

t-value =
Variance between groups

Variancewithin groups

Fig. 3   MLR and PR models with two independent parameters (days 
and people tested) and varying degree, green curve represents the 
original scattered dataset, MLRPx means MLR with ‘x’ number of 
independent parameters and PRPxDy means PR with ‘x’ number of 
independent parameters and ‘y’ degree of polynomial

Table 2   Independent sample t-test or two sample t-test for the best 
metrics evaluated models

Sr. Model t-test_stat p value Outcome

1 PRD3P1 0.0063 0.995 Same distribution (fail to reject 
H0)

2 PRD2P3 − 0.029 0.976 Same distribution (fail to reject 
H0)

3 PRD2P4 0.008 0.993 Same distribution (fail to reject 
H0)

4 MLRP4 0.066 0.947 Same distribution (fail to reject 
H0)
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H1: The death-toll mean from the test dataset and the 
predicted death-toll mean are totally different and the equa-
tion fitting the death-toll does not closely represent the real 
scenario.

Here, we take one sample of size = 28 values, which is 
20% of the test dataset, as the test dataset of ‘Deaths’ on 
the basis of the independent parameters from the actual 
dataset and another sample of the same size is taken from 
the predicted values of ‘Deaths’ for the same independent 
parameters. Using the SciPy library in Python, t-test was 
conducted on the PRD3P1, PRD2P3, PRD2P4 and MLRP4 
regression models with a 95% level of confidence. These 
models claim to best-fit the dataset on the basis of the four-
evaluation metrics discussed earlier. It means with ‘α’ = 0.05 
level of significance. The results obtained are recorded in 
Table 2. The observations from the table suggest that for 
all the three models p value is very large than the ‘α’ value. 
Further the smaller t-values also claim a closely resembling 
test dataset and predicted dataset. It strongly validates that 
the predicted values obtained from these models qualifies 
the null hypothesis and the predicted death-toll data is quite 
similar to the actual death-toll values in the test dataset.

5 � Conclusions and future scope

The experiments were carried out on machine learning 
linear, multiple-linear and polynomial regression models 
and the best-fitting models were selected according to the 
measures of R-Square error, Adjusted R-Square error, MSE, 
RMSE, and MAE metrics, and the results were validated 
using statistical t-tests. The dataset for the experimental 
run was taken from Johns Hopkins dataset [26]. Data sets 
are analyzed, cleaned up and debated before being applied 
to the proposed regression model. The correlation of the 
chosen independent parameters was ascertained through 
the heat-map and Karl Pearson’s correlation matrix. It was 
found that the MLR model with four independent parameters 
model quite closely approximates polynomial regression of 
degree = 2 with three independent parameters model and the 
polynomial regression of degree = 3 with single independent 
parameter model. However, all three models clearly pass 
the t-test and validate the null hypothesis that the dataset 
of predicted values of a number of deaths is similar to the 
dataset taken for testing the regression models with a 95% 
level of confidence. In the future, we wish to use spatial 
data processing and parallel processing platforms to analyze 
COVID-19 datasets [27–29].
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