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Napster

•  Distributed storage, centralized index
•  Which node to connect to?

•  Advertised connection speed, ping time from server

•  Advantages? Disadvantages?
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Gnutella
•  First client developed by Justin Frankel (now 36 yrs old) and 

Tom Pepper (now 39) of Nullsoft/AOL in early 2000

•  On March 14 2000, the program was made available for 
download on Nullsoft's servers

•  Event was prematurely announced on Slashdot, and thousands 
downloaded the program that day

•  The next day (March 15th), AOL stopped the availability of 
the program over legal concerns 
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Gnutella

•  This did not stop Gnutella! After only a few days, the 
protocol had been reverse engineered

•  Free and open-source clones began to appear (LimeWire, 
newer versions of Morpheus, etc)

•  Gnutella still exists (and is roughly usable) today (1.8 million 
users in 2005)

•  In late 2007, it was the most popular file sharing network on 
the Internet (according to Ars Technica report)
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Gnutella!

http://computer.howstuffworks.com/file-sharing3.htm 18

Gnutella

•  Fully connected mesh
•  Broadcast queries through the entire system
•  Find just one member of the system that can satisfy query and 

connect to it
•  Advantages? Disadvantages?
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This is a totally decentralized 
architecture. It can’t be shut 
down unless all users stop 

running the clients!
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BitTorrent

http://computer.howstuffworks.com/bittorent.htm

Decentralized, and 
dances around legal 
issues a bit more 

eloquently than the 
rest!
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Bullet
•  Research project at Duke 

(SOSP 2003)

•  Similar to BitTorrent
•  Ignored searching 

altogether
•  Used erasure coding, 

deliberately disjoint 
“chunking,” and peer 
downloads to decrease 
transfer time

•  Used a protocol called 
RanSub to propagate info 
through tree regarding the 
location of various chunks
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Anonymity, Security, Fault Tolerance

•  How to ensure anonymity in lookups?
•  How would the system know who to return data to?

•  What about anonymity in publishing?
•  Prevent censorship

•  One bad node can bring down entire peer to 
peer system?

•  Incentive to freeload?
•  Leeching/freeloading is a big problem in P2P systems
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P2P versus Client-server

•  Key differences
•  Peers connect and disconnect constantly
•  Peers (usually) give and take resources

•  Peers are “functionally homogeneous”

•  Issues to think about in P2P systems
•  Trust/security
•  Data integrity

•  Protocol upgrades

Tracker
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Centralization Query Model Scalability Overhead

Napster High; central server Direct server lookup High Low

Kazaa Moderate; SuperNodes Query flooding Moderate Moderate

Gnutella Low (pre-UltraPeers) Query flooding Low Low

BitTorrent Moderate; trackers N/A High Moderate

DHT Low Direct lookup (exact) High High

Table 2.1: Overview of P2P network paradigms.

network – many torrent files point to old networks that have gone dormant and no longer have any
uploaders sharing the file. This means that finding a network with enough (or any) uploaders to
obtain a file may be more di�cult than simply making a Google search and downloading the first
torrent file found.

2.2.5 DHTs

One final type of system that bears mention is a Distributed Hash Table (or DHT). DHTs, while
not complete P2P systems in the same manner as the others described here, are distributed lookup
tables that can serve as backbones for P2P networks, performing e�cient O(log n) file lookups across
data distributed amongst the nodes in a network. DHTs typically organize their nodes in a structure
that indexes a subset of the other nodes and allows particular pieces of information to be retrieved
without traversing most of the network. DHTs themselves are an active field of research with many
well-known and highly studied systems such as Chord [31], CAN [24], and Pastry [27].

DHTs have also been proposed for use in P2P systems. Some BitTorrent clients possess ‘track-
erless’ operation modes in which a DHT is used in order to allow the network to function without
a tracker [18]. However, the use of DHTs in P2P systems is far from an ideal solution. Chawathe
et al [7] outline several of the problems of using DHTs in a P2P network. One issue is the high
degree of churn in a typical P2P network. Since DHTs are highly structured, there is significant
overhead incurred when nodes are added or removed from the network. In a typically P2P network,
peers are frequently entering and leaving, and this will imposes a significant maintenance burden
if a DHT is in use. Another issue is that while DHTs perform exact match queries very well, they
generally cannot perform keyword searches. Users will often not know the exact file they wish to
locate, so the sacrifice of keyword searches is seriously detrimental to the network. Also note that
in the specific example of BitTorrent, DHTs also do not alleviate the problem of needing to find a
torrent file before joining the network. Finally, [7] argues that since most requests in P2P systems
are for highly replicated files, precise DHT lookups are unnecessary.

An overview of the properties and tradeo↵s of each of these network types is given in Table 2.1.
While there are many specific P2P networks other than the ones listed, we feel that the 5 discussed
above typify the majority of P2P systems in use today.
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