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Least-Cost Path Surfaces

Input

@ a cost surface of a terrain

@ a set of sources

Output

@ a least-cost path surface: each point represents the shortest
distance to a source

Can be correlated elevation, slope, or simply constant (uniform cost)
Spread of fires from different sources

Distance from streams or roads
Cost of buiilding pipelines or roads



Example

¥

Sierra Nevada, 30m resolution Sierra Nevada, cost surface = slope
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source Least-cost path surface
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Multiple sources




s’rop su’res .

start_rast r . :
coordinate  The map E and N gnd coordlnafes of a s’rar’rmg poin’r (EN
stop_coordinate  The map E and N grld coordinates of a stopping point (EN)
max_cost  An optional maximum cumulative cost. default:
nul_cost  Cost assigned to null cells. By default, null cells are excluded
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Massive Terrains
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Large amounts of dafa are becoming available

@ NASA SRTM project: 30m resolution over the entire globe
(T10TB)
@ LIDAR dafa: sub-meter resolution

Buy more RAM?

@ Data grows faster than memory
Data does not fit in memory, sits on disk
Disks are MUCH slower than memory
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GRASS users have complained it is very slow for large grids
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small data: 1 sec vs 3 sec
large data: 1 hour vs 1 day (or worse)

=> Design dlgorithms that specifically minimize 1/0

Do not rely on virtual memory/!

Instead, change the datfa access pattern of the algorithm to
increase spatial locality and minimize the number of blocks
transfered between main memory and disk
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This project:
r.terracost

has same functionality as rcost

based on an I/O-efficient algorithm

is scalable

@ can process grids that are out of scope with r.cost
pardllelizable on a cluster
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Least-cost path surfaces and shortest paths in graphs
Dijkstras algorithm for SP
Dijkstras algorithm on large grids

Algorithm
Experimental results
Cluster implementation



Shortest-distance
from center point



Related Work on Shortest Paths

@ Best known for SSSP on general graphs, non-negative weights

@
@ Goldberg et al SODA 2000, WAE 2005
@ Kohler, Mohring, Schilling WEA 2005
@ Gutman WEA 2004
@ Lauther 2004

@

@ Point-to-point SP
@ E.g. Roufe planning, navigation systems

@ Exploit geometric characteristics of graph to narrow down search
space







































SP (one source)




SP (many sources)
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1: Cost grid
2: Least-cost grid
3: Priority queue

These lookups can cost one 1/0 each in the worst
case

Least-cost grid

Cost grid



GRASS Segment Library

o
@ default: use the virtual memory system (VIMS)
@ program may abort because of mallod() fail

@ use GRASS segment library
@ bypass the VMS
@ manage data allocation and de-allocation in segments on disk
@ program will always run
@ but.. may be slow
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uses segment library



Q Q

Q Q

Q Q

r.terracost

Divide grid G into tiles. of size R
Compute boundary-to-boundary graph: Replace each
tile with a complete graph on its boundary

Dijkstra on boundary-fo-boundary graph
Gives SP for dll boundary vertices in G

Dijkstra inside each tile
Gives SP to vertices inside tiles
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@ numtiles=]
@ rterracost runs Dijkstra in memory
@ numtiles = xxx
@ Use xxx files
@ if numtiles is not specified
@ if computation its in memory, use numtiles = 1
@ otherwise, numtiles is set to an optimal optimal value



start_raster Inpu’r raster oF

distance Output distance grld Y
memory Main memory size (in MB) defaul’r 400 ¢RI
STREAM_DIR  Location of femporary STREAM default: /var/’rmp |
VTMPDIR  Location of intermediate STREAM default: Aar/tmp/itoma
numtiles Number of tiles (-h for info)




2V STari_rast=acCulUuL - dIST=ICS nUMTiiesS=1




;\aﬁ\w 'm:s»g > I.ferracost . cost=eley starf_rast=accul000 ' dist=Ilcs numtiles=10

INTER TILE DIJ'KSTRA

IN-TILE FINAL DIJKSTRA
r.terracost done

GRASS:~ /nfs-ais >
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Apple Power Macintosh G5
Dual 2.5 GHz processors
512 KB L2 cache

1 GB RAM

Experimental Results

Dataset (milﬁ:j\delifrzlznts) MB (Grid Only)
Kaweah 1.6 6
Puerto Rico 5.9 24
Hawaii 28.2 112
Sierra Nevada 9.5 38
Cumberlands 67 268
Lower New England 77.8 312
Midwest USA 280 1100




Experimental Results

@
@ Opt Dijkstra (rterracost numtiles=l: internal memory version of Terracost)
@

M=1024 MB M =256 MB

GRASS
—— Opt. Dijkstra
—e— TerraCost
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@ Clients submit requests (run jobs, query status); agents get jobs
and run them
@ Near-linear speedup

Raw data 1.1 GB
Faw data 38 MB
Faw data 312 MB
Raw data 268 MB
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3 4 5 & 7
number of machines (2 CPUs each)




Results

elevation



.

cost=elevation, 1 source




cost=elevation, many src



flow accumulation



if(flowaccumulation>1000, 1, null())



cost=elevation, sources=flowaccu>1000
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Conclusion

has same functionality as rcost

based on an I/O-efficient algorithm

is scalable

@ can process grids that are out of scope with r.cost
pardllelizable



@& GRASS: rlos
@ New: rviewshed
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