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Making predictions in an uncertain world: Environmental structure

and cognitive maps

ERIC CHOWN
Bowdoin College

This article examines the relationship between environmental and cognitive structure. One of
the key tasks for any agent interacting in the real world is the management of uncertainty; be-
cause of this the cognitive structures which interact with real environments, such as would be
used in navigation, must effectively cope with the uncertainty inherent in a constantly changing
world. Despite this uncertainty, however, real environments usually afford structure that can be
effectively exploited by organisms. The article examines environmental characteristics and struc-
tures that enable humans to survive and thrive in a wide range of real environments. The rela-
tionship between these characteristics and structures, uncertainty, and cognitive structure is ex-
plored in the context of PLAN, a proposed model of human cognitive mapping, and R-PLAN, a
version of PLAN that has been instantiated on an actual mobile robot. An examination of these
models helps to provide insight into environmental characteristics which impact human perfor-

mance on tasks which require interaction with the world.
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The world is a complex and changing place and yet hu-
mans are able to quickly adapt to a wide array of new
environments. This does not stem from an innate abil-
ity to exactly memorize every facet of a new environ-
ment; on the contrary, it is much more likely that hu-
mans are able to efficiently extract and organize the
minimum information they are likely to need. This ar-
ticle examines the mechanisms for this efficiency and
when these mechanisms do and do not work. The
premise of the article is that humans, through the pro-
cess of evolution, have learned to exploit structures
common to many environments. The discussion in the
article focuses upon environments of the sort involved
in navigation, but the scope is more general, even in-
cluding abstract environments and other organisms. The
article relies heavily upon the example of human cogni-
tive maps, but this is because they exemplify so many
representational principles and because so much of cog-
nition is spatially based. A central topic is how an or-
ganism, when faced with a completely new set of infor-
mation, can effectively organize that information in a
useful fashion. Even before then, however, the organ-
ism must first be able to recognize that it is faced with
new information, rather than simply a new view of old
information.

An organism which only interacts in a single niche
can evolve specialized structures to maximize its effi-
ciency within that niche; however, as organisms adapt
to more and more environments, some of this efficiency
must be sacrificed for general purpose structures. Suc-
cess in a new niche still requires efficiency, and indeed
humans are able to quickly identify new niches and the
salient components within them. The knowledge struc-
tures involved in human navigation, called cognitive
maps, are good examples of representations which are
both general purpose and efficient. Humans are able to
effectively navigate in environments ranging from oceans
to forests; in most cases quickly learning an individual
niche, even a seemingly novel one. The thesis of this
article is that the basis for both the efficiency and the
generality of cognitive maps results from the human
ability to recognize and exploit common structures which
occur in widely disparate niches. Further, these struc-
tures are not limited to the navigational domain, but are
found in abstract environments as well. This has sev-
eral key implications: 1) The reliance upon generic
structures means that niches rich in such structures will
be easy to learn, and that niches lacking in it, conversely,
will be more difficult to learn; 2) Designed environ-
ments, whether they be buildings or computer programs,
can be tailored to take advantage of this; and 3) Learn-
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ing systems, such as mobile robots or artificial organ-
isms, can be devised to take advantage of these struc-
tures as well.

The guiding principal for this work is that an adap-
tive organism’s internal representation of a niche must
reflect the salient features of its experiences within the
niche. Since saliency cannot be rationally determined a
priori, there must be general heuristics which afford
strong clues as to what aspects of an environment should
be learned and how the information should be orga-
nized. Further, uncertainty is always a problem in learn-
ing new environments because the world is constantly
changing and because information is often incomplete
or noisy. These issues are central to any organism deal-
ing with a new niche, but are particularly relevant to
organisms which interact in as wide a range of environ-
ments as do humans. The claim in this paper is that
humans do not come up with a new strategy for learn-
ing in every new environment that they encounter, rather
that there are basic principles and structures which are
useful across all of the environments that are likely to
be encountered. The basis for discussion of these prin-
ciples are a pair of models called PLAN (Chown, Kaplan
&Kortenkamp, 1995), and R-PLAN (Kortenkamp,
Chown & Kaplan, 1997). PLAN (Prototypes, Loca-
tions, and Associative Networks) is a model of human
cognitive mapping and R-PLAN (Robot-PLAN) is an
instantiation of PLAN on an actual mobile robot. This
article could be considered the third of a sequence in
which 1) a model of human cognitive mapping was pre-
sented, 2) that model was extended for use by a mobile
robot, and 3) it is shown that the structures of the model
are further generalizable, applying even to abstract en-
vironments. Since this article relies upon the models
presented in the previous papers, the essential proper-
ties of those models will be reviewed over the course
of the article.

This research is based upon the premise that operat-
ing in real environments has guided and constrained
the evolution of human mental representations. If the
claims of this article are true - that the ability of hu-
mans to learn new environments is reliant upon generic
properties and structures of environments - then there
are implications in terms of human functioning, In fact
there is already strong evidence for this; the literature
linking different environmental configurations to health
and performance is substantial (for extensive discus-
sions and reviews see (Kaplan & Peterson, 1993; Kaplan
and Kaplan, 1988). The primary thesis of this litera-
ture is that some environments (generally natural envi-
ronments) enhance functioning because they resonate
with human cognitive structure. For example, many
studies have shown that natural environments reduce
attentional demands on humans; further, experiencing

these environments can have a kind of restorative im-
pact cognitively, leading to improved performance
(Kaplan, 1993; Tennessen & Cimprich (1995)) and even
health (Cimprich, 1993). Closely related to this work is
the idea that people are more at ease in some environ-
ments than in others (Weisman, 1981; Kaplan & Kaplan,
1989). In many respects this article is a bridge to such
work by examining the relationship between environ-
mental and mental structure.

It has been argued by numerous researchers that spa-
tial structures and spatial reasoning are fundamental to
much of cognition (Lakoff, 1987), and spatial cognitive
structure, or cognitive maps, serve as the basis for most
of the discussion in this article. One of the purposes
of this article is to show how the same principles ex-
ploited in spatial representation are generally applicable.
Apparently disparate environments can be organized
cognitively using a spatial framework. More and more
computer interfaces, for example, are designed using
spatial principles; the main tools for using the Internet
are even called “Navigator” and “Explorer.”

The PLAN model will serve as the basis for the ex-
amination of spatial representational structure. We have
proposed several distinct spatial structures, each of
which exploits a different environmental characteristic.
Numerous researchers in developmental and spatial
cognition have divided spatial acquisition into several
distinct phases (Shemyakin, 1962; Piaget & Inhelder,
1967; Siegel & White, 1975), each corresponding to one
of the structures in PLAN. The first phase concerns
the most basic element of environmental structure, that
environments tend to be collections of distinct objects.
In cognitive mapping these objects are generally called
“landmarks,” and in PLAN they are represented by pro-
totypes. In the next level of the developmental hierar-
chy, structures called “route maps” are acquired. Route
maps reflect another structural property of environ-
ments: that the objects which make up an environment
are experienced sequentially. In real environments this
typically occurs as an organism moves through the en-
vironment, but it can also occur as the organism looks
from one object to the next, or it can occur as a simple
result of the changes that naturally occur with the pas-
sage of time. In PLAN, route maps consist of associa-
tive networks of prototypes. The final phase of devel-
opment concerns the acquisition of “survey maps,” rep-
resentations which appear to be more directly visual in
character and which capture a larger spectrum of spa-
tial relationships than are contained in the route maps.
Because survey maps are visual in character, they re-
quire that there are particular locations in environments,
called “gateways,” which are especially suitable to an-
chor the representations. These three elements - ob-
jects, sequence, and gateways - form the core of the



representational theory presented here. Of the three,
objects and sequence have long been studied, while the
gateway construct is relatively new.

PLAN is similar to a number of other computational
models of cognitive mapping, notably TOUR (Kuipers,
1978) and Navigator (Gopal, Klatzky & Smith, 1989),
with regard to the underlying theory of route maps.
Much of the analysis of those parts of the representa-
tion applies to those systems as well (for a more thor-
ough comparison of these and other systems see
(Chown, et al, 1995)). Differences include the use of
scenes to create survey maps, a feature that other cogni-
tive mapping representations lack, and in the fact that
R-PLAN has been instantiated on an actual mobile ro-
bot. In addition the gateway construct represents a sig-
nificant step towards understanding the relationship of
the environment to its representation because it pro-
vides the basis for hierarchical cognitive structure.

The article begins with an examination of two of the
major paradigms for dealing with environments, the
behavior-based and knowledge-based approaches, and
proposes that a kind of synthesis of the two is both
desirable and possible. The major purpose of this sec-
tion is to introduce some of the issues involved in try-
ing to cope with real world environments. In the two
subsequent sections the essential components of the
PLAN model are presented in light of the proposed
synthesis. In these sections the emphasis will be on the
strong relationship between environmental and cogni-
tive structure and the resultant structure’s ability to cope
with uncertainty. The critical factor involved in balanc-
ing these approaches is the proposition that there is
enough structure inherent in most environments to make
internal models worthwhile even though there is enough
uncertainty to make precise models impractical. Finally,
a more general framework is discussed, which travels
beyond the scope of navigation. Ironically, although it
shares the same basic structure as PLAN, R-PLAN is
central to this discussion because it is an example of
how the general principles work effectively even though
a robot’s abilities are substantially different from those
of a human.

STRATEGIES FOR INTELLIGENT
ENVIRONMENTAL INTERACTION

The complexity of the real world makes intelligent in-
teraction a difficult proposition. Atany moment in time
an agent interacting in a given niche is faced with the
problem of what to do next. Such an agent has two
main sources of information in order to make decisions:
1) a model of the wotld based upon prior experience,
and 2) immediate sensory information (a third source
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is also possible, stemming from evolution, e.g. the ten-
dency to move to high ground when in danger). While
these information sources need not be mutually exclu-
sive they ate sometimes treated as such.

The knowledge-based approach

The classical, or “knowledge-based,” approach to inter-
acting with the world can be characterized as trying to
build as complete and accurate a model of the wotld as
possible and then using that model as the basis for all
plans and actions. The emphasis on complete world
models is both a strength and a weakness of the knowl-
edge-based approach.

If a complete and correct internal world model can
be assumed then the possessor of such a model is free
to plan and reason about its environment to any desired
degree. Of course this begs the question of the cost
and complexity of such reasoning. The potential value
of internal models has been stated elegantly by Craik:

“If the organism carties a ‘small-scale
model” of external reality and of its own
possible actions within its head, it is able to
try out various alternatives, conclude which
is the best of them, react to future situa-
tions before they arise, utilize the knowl-
edge of past events in dealing with the
present and future, and in every way to react
in a much fuller, safer, and more competent
manner to the emergencies which face it,”

(Craik, 1943, p. 61).

This is a powerful statement, reflecting several im-
portant aspects of models. First, models are ‘small-
scale” Too much information can sometimes be as para-
lyzing as too little. A useful model contains relevant in-
formation. Second, models are predictive. If an organ-
ism can predict a negative outcome in its head, it can
avoid taking a dangerous action. Finally a model is syn-
thetic; past experiences are blended together in such a
way that the usage of the model generalizes beyond
specific experiences.

Because of the potential power of models, it is not
surprising that so much research in cognitive science
has focused upon this aspect of cognition. Further,
because understanding object recognition and percep-
tion has proven to be so difficult, it is not surprising
that Al has generally focused on knowledge representa-
tion. Systems with limited perceptual capabilities must
necessarily rely upon internal models because they can-
not efficiently extract needed information from the envi-
ronment. A robot with noisy sensors but an accurate
map of an environment might be able to navigate effec-
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tively relying almost completely upon its internal model.
Since the environment is not providing information, the
internal model must necessatily be as complete and ac-
curate as possible.

However, there are many problems with this philoso-
phy. Among them are the problem of how such knowl-
edge structures are developed (Bates and Elman, 1992),
the inherent brittleness of such systems (Holland, 1980),
and perhaps most telling, the fact that even if such pet-
fect knowledge is achievable, putting it to use is an in-
tractable problem (Chapman, 1987). All of these lines
of research illustrate that real environments demand
systems that work, even if not optimally. Bates’ and
Elman’s work is a reminder that organisms must be able
to effectively cope in a new niche long before they have
had enough experience to build a complete model of
the niche. Further, learning is not simply a matter of
adding new information, but often consists of building
entirely new structures on top of existing ones. This is
closely related to issues Holland has explored; he has
searched for knowledge structures which apply to ranges
of situations and which can be used as building blocks
for other structures. Chapman’s work on planning shows
that optimality in complex environments is not feasible
given the inherent complexity of such environments.

Another problem with the search for complete and
precise representations is that perfect knowledge is not
possible for systems that deal in extended time. The
world is inherently uncertain; what is true now may not
be true in a moment. Further, information normally
available may at any moment in time be degraded, im-
poverished, or obscured as environmental conditions
change; for example as fog descends on a valley. In
recent years, knowledge-based Al has begun to combat
these problems in a variety of ways, but generally by
placing more emphasis on learning. As Al systems be-
come more learning based, they necessarily make fewer
assumptions about perfect knowledge; for example, a
great deal of work in reinforcement learning deals with
systems where the effects of operators are stochastic
(Kaelbling, Littman & Moore, 1996). On the other hand,
such systems do not plan in the usual sense. Instead of
developing a long term strategy they merely choose ac-
tions one at a time. One of the challenges for such
systems is to adapt planning methods to wotlds where
the transition from one state to the next cannot always
be predicted with complete certainty. For humans, plan-
ning does not seem to be an all or nothing proposition;
plans do not need to be precise, but they may extend
into the future. There is a balance between the uncer-
tainty involved and the knowledge which might be use-
ful.

In summary, placing too great an emphasis on build-
ing precise and complete models is unlikely to yield sys-

tems which perform effectively in real environments,
on real tasks. Knowledge structures which emphasize
principles such as universal computation, information
maximization, and other mathematical artifacts may be
useful in the abstract but are not necessarily practical.
After millions of years of evolution it is reasonable to
assume that internal representations are optimized for
the specific types of environments, or niches, that an
organism is likely to find itself in. A thesis of this ar-
ticle is that an organism which can exploit a wide vari-
ety of niches, as humans do, cannot specialize in each
niche, rather it must recognize and exploit patterns which
occur across niches. This presupposes that there are
common propetties in seemingly disparate niches. Such
optimizations will also necessarily bring tradeoffs, mean-
ing that there will be niches in which the organism will
not fare well.

The Behavior-based Approach

The “behavior-based” approach in its purest form ig-
nores world models altogether. The most often quoted
reason for this is that “the world is its own best model.”
One of the major proponents of this position, Rod
Brooks, argues that the problem of uncertainty is so
great that it cannot be overcome through the use of
models (Brooks, 1991). Behavior-based systems do not
rely upon high level world models. Instead, they count
on the environment to provide any necessary informa-
tion. While this position is often presented as being
somewhat radical and new it actually has a great deal in
common with behaviorism and the theories of J.J.
Gibson. Gibson, like the behavior-based group, postu-
lated that there was no representation of the world in
the head (Gibson, 1966). Instead, different environ-
mental configurations caused the brain to resonate in
different ways. Learning about an environment, there-
fore, would not be akin to building a model, but more
along the lines of tuning internal responses.

The advantages of such systems are obvious. Be-
cause they ate not tied to internal models and are essen-
tially completely reactive, they do not need to access or
process tepresentational structures and are, therefore,
faster than systems that do. While they still must deal
with problems of noisy sensors, uncertainty is not as
much of a problem because they only react to things
that are directly perceivable and, therefore, do not rely
upon beliefs and predictions.

For the most part the behavior-based approach has
been limited to mobile robots, where such systems have
achieved a great deal of success (Brooks, 1986; Connell,
1992; Madadevan & Connel, 1992; Horswill, 1993;
Bonasso, Kortenkamp & Miller, 1995). Despite such
success, however, it is not clear how far this approach



can be pushed. Returning to Craik’s quote, it would
appear that a system without internal models is at a se-
rious disadvantage versus one which does model its
environment.

Striking a balance

Storing all possible information is not a viable option
for a naturally intelligent system. Given a relatively small
brain in proportion to the enormously complex world
around us, it is essential to economize. As Clark (1989)
points out in describing his “007 Principle,” “Know only
as much as you need to know to get the job done,” (p.
64). On the other hand, doing without stored informa-
tion altogether would be a serious error. The benefits
of some sort of coherently stored information, of some-
thing approximating an internal model of the environ-
ment, ate many. Chief among them is the ability to
predict environmental events before they occur by us-
ing information from past experience to go beyond what
is present in the sensory array (Bruner, 1957). Further,
internal representations can reduce perceptual compu-
tation; recognizing a familiar place, for example, means
that it is not necessary to look around to know what can
be found.

There would seem to be great advantage in finding a
middle ground, a way of functioning based on having
“as much as you need to know” and for the rest de-
pending on the information presented by the environ-
ment. In theoretical terms this means finding an inte-
gration of these two apparently antithetical approaches.
These positions represent extremes, of course, and re-
cent research trends in research on adaptive systems and
putting agents such as robots in real environments have
necessarily led to an increased understanding of the syn-
ergy necessary between the environment and represen-
tations. A closer look at Clark’s principle suggests some
interesting directions for achieving such a synergy.
Clark’s principle as stated suggests two interpretations.
“As much as you need to know,” at one level implies
that if information is readily available from the envi-
ronment, there is no need to store it. But it can also
mean that one need not usually store details; that ge-
neric structures are an economical means of handling
most situations. This would appear to be an accurate
characterization of cognitive maps as described by
Kaplan (1973):

“The cognitive map is a construct that has
been proposed to explain how individuals
know their environment. It assumes that
people store information about their environ-
ment in a simplified form and in relation to
other information they already have. It fur-
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ther assumes that this information is coded
in a structure which people carry around in
their heads, and this structure corresponds,
at least to a reasonable degree, to the envi-
ronment it represents. It is as if an individual
carried around a map or model of the envi-
ronment in his head. The map is far from a
cartographer’s map, however. Itis schematic,
sketchy, incomplete, distorted, and otherwise
simplified and idiosyncratic. It is, after all, a
product of experience, not of precise mea-
surement.”

The next two sections describe the representational
components of the PLAN model, focusing on the basic
tension between the ability to predict and the inherent
uncertainty of the real world, and how both of these
are tempered by experience. The next section is con-
cerned with the most basic element of any niche, the
objects which make it up, and how those elements are
structured in a mental representation. In the subsequent
section, it is shown that regular properties that appear
in a wide variety of niches can be exploited to ensure
the effectiveness of these representations. Just as an
organism must be able to discriminate between uncer-
tain and predictable events in a niche, it is also advanta-
geous if it can exploit general patterns that are found
across niches.

REPRESENTATIONAL ELEMENTS -
OBJECTS AND SEQUENCE

Obijects - landmarks

Objects form the core of most modern theories of cog-
nition, and significant portions of psychology and com-
puter science, e.g.. categorization and machine vision,
are directly concerned with the issue of how objects are
learned. In the cognitive mapping literature the relevant
objects are called landmarks. Landmarks function in
navigation as a kind of marker or index which can be
used to determine where one is in an environment. As
such, for an object to be a useful landmark, it must be
stable within the environment and it must be uniquely
identifiable within its niche. An object which moves
from one spot to another is not useful as a tool for
identifying location, nor is an object which is just like
all of the other objects. Thus, as one of the basic ele-
ments of environmental structure, building a represen-
tation based upon landmarks requires that niches are
made up of uniquely identifiable and stable objects. This
is the first, and most basic, example of how internal



6 CHOWN

representations rely upon recurring environmental pat-
terns. It is possible to imagine alternative representa-
tional schemes which do not require objects; for ex-
ample a navigation system could be based purely upon
an absolute coordinate system. The implications of a
system based upon landmarks will be discussed later in
this section.

Not all of the objects found in an environment are
stable, of course. Such dynamic objects can be quite
important to understanding the environment, but
representationally they are separate. Dynamic objects
interact with the environment, but are not directly a part
of it. In real environments a dynamic object might be
something like a car, which is used to interact with the
environment. In an abstract environment an example
would be one’s opponent in a chess game. The repre-
sentational distinction will be discussed subsequently
in the section dealing with links between objects.

Although a landmark’s location must be stable, it will
not be stable with respect to a given observer since
people generally interact with environments by moving
through them. One consequence of this fact is that
recognizing that a landmark seen on one trip is the same
as one seen on a different trip is far from a trivial task
(Kortenkamp, et al. 1997). In this respect and many
others, landmarks are no different than any other ob-
ject. One of the most difficult aspects of dealing with
objects is the problem of recognizing them across mul-
tiple perspectives. A requirement of any object repre-
sentation scheme is that multiple experiences with a
single object or landmark, often at different orientations
and at different distances, must be recognized as being
with a single object. For this reason these representa-
tions cannot be highly specific, but must reflect a vari-
ety of experiences. Having more generic representa-
tions such as these carries other advantages as well.

Basing a knowledge system on generality has great
potential pay-off. Fewer representations can cover more
ground, building in economy. Uncertainty management
is enhanced, since degraded and incomplete stimulus
patterns are more readily handled by a system that fo-
cuses on neither specificity nor detail. And speed of
retrieval will benefit from the far smaller storage re-
quirements of a system that maps many instances of
the same thing into a single representation.

Generic representations are, of course, far from novel
entities in cognitive science. Over they years they have
been framed in a variety of ways and referred to, for
example, as categories, schemata, or prototypes. PLAN
uses the latter construct for reasons that are not essen-
tial to the present discussion. PLAN actually contains
two types of units. The first type corresponds to what
is usually thought of as an object (or landmark). These
units are taken to be cell assemblies, recurrent struc-

tures that have the capacity to hold activity, to persist in
time after the cessation of the input (Hebb, 1949; 1980;
Kaplan, Sonntag & Chown, 1991). The second type of
unit corresponds to a spatial representation of a scene
which in turn might contain links to objects of the first
type; this type of unit will be discussed in much more
detail in the next section. R-PLAN uses a third type of
representation, based upon vertical lines. In this case
the prototype construct appears to be powerful enough
that it works even upon such a primitive implementa-
tion.

One of the difficulties in using this type of structure
in a real system, such as a mobile robot, is that the avail-
able information about the structure of such entities is
mainly descriptive. For example, landmarks are often
described as being perceptually unique, but there are no
available algorithms to make such a determination. The
PLAN model calls for generic representations based
upon cell assemblies and though models of cell assem-
blies are available (Kaplan et al., 1991) they necessarily
make the abstraction that they are provided with infor-
mation already processed by the visual system. In short,
there is still a long way to go before such representa-
tions can be automatically implemented. On the other
hand, experience with the R-PLAN model has shown
that even an extremely limited version of a generic rep-
resentation can provide a robot with a great deal of
perceptual power. The landmarks created in R-PLAN
are created by extracting vertical lines from visual im-
ages and creating a Bayes-net to probabilistically deter-
mine whether a given input set of lines corresponds to
stored representations. Even though this representa-
tion uses only a fraction of what might be considered
useful visual information, it is enough to enable the ro-
bot to navigate interior environments.

Sequence - networks

In the early developmental stages of children (and for
adults in novel environments), cognitive maps are es-
sentially a topologically structured collection of land-
marks (Piaget and Inhelder, 1967; Siegel and White,
1975), primarily capturing the spatial relationships prox-
imity and order, but lacking other spatial properties such
as distance and direction. Although this structure stores
only a fraction of the spatial information available, po-
tential journeys can easily be planned as going from one
landmark to the next. The topological structure is an
especially effective way of capturing the inherent
sequentiality in navigation. Further, this sequentiality
extends beyond the domain of navigation. Perhaps the
two primary modes of experience which natural sys-
tems have are locomotion through space and observing
events from a single vantage point as they unfold in



time (even a single, stationary, object is generally expe-
rienced sequentially through eye movements). In both
cases the experiential stream is similar, namely sequences
of things one after another. Since the world is not ran-
dom, such sequences will often be patterned, providing
clues to what Brunswik (19506) referred to as the “causal
structure of the universe.” Since storing such sequences
permits prediction, it is information of considerable
value (Macphail 1987). Thus, rather than storing infor-
mation in lists or other arbitrary structures, an efficient
method of storing objects is in terms of their sequen-
tial relationships to each other. As more and more se-
quences are experienced, they will begin to overlap, re-
sulting in a network structure. In PLAN (and other
cognitive mapping models) the objects in these networks
are landmarks. Not only does this network structure
reflect how the knowledge was acquired, it also reflects
how it is likely to be put to use. Smolensky has called
systems of this type semantically transparent (Smolensky,
1988) because they do not require additional computa-
tion cither to store or to interpret.

While a network structure is informationally sparse,
lacking information on direction and distance in the
spatial domain, among other things, it is nonetheless
functional. For example, if an environment is repre-
sented as a network of landmarks, the problem of get-
ting from one place to another is transformed into the
problem of finding a connecting path in the network
between the two places. For such a problem any num-
ber of search techniques, such as spreading activation,
breadth first, etc. can be used. R-PLAN,; for example,
uses spreading activation search to determine a sequence
of landmarks which will lead from the robot’s initial
location to its goal (this portion of PLAN and R-PLAN
is actually based upon Levenick’s NAPS system (1991)).
Spreading activation search consists of activating the
nodes in the network which correspond to the start and
goal nodes and propagating activity through the net-
work. Nodes which are active will in turn activate nodes
to which they are linked. The result is that activity will
spread out from the two initial nodes until the two waves
of activity coalesce. Once the waves have intersected a
potential path has been found (for more details see
(Levenick, 1991)). Contrast this with a typical carto-
graphic map which contains much more information
but can be difficult to use; finding a plan with a carto-
graphic map relies upon abstract reasoning, while plan-
ning with a network can be done automatically. Fur-
ther, the plans created with a node and link structure
rely only on being able to get from one landmark to a
nearby one. Studies comparing the plans created by such
systems have found to high degree of similarity to plans

formed by humans in the same environments (Byrne,
1979; O’Neill, 1990; 1991). Such plans include the
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built in assumption that the environment will provide
much of the necessary information at execution time.
In this case the information needed is the heading to-
wards the next landmark in the sequence. By contrast, a
plan with the more information rich cartographic map
might rely upon exact spatial heading or distances.

There is one other key advantage of using a sparse,
semantically transparent, network structure for knowl-
edge representation and planning. With such a repre-
sentation a given plan consists of a sequence of smaller
plans. In the navigation domain each of these plans
consists of going from one place to another place nearby.
Detailed knowledge, in the form of precise headings
and distances, is not required in the execution of these
small plans since it can be directly acquired from the
environment. In this way such plans are virtually im-
mune to errors provided that the perceptual system can
accurately identify the necessary landmarks. A system
using a cartographic-type spatial map, on the other hand,
requires not only an extremely accurate representation,
but also requires precise execution necessitating accu-
rate headings and distances, a dangerous situation when
over a long distance even a small error in an initial head-
ing can lead to an extremely large error in a final desti-
nation. More detailed discussions of these issues can
be found in (Brooks, 1985), among other places.

Links

One of the key properties of landmarks is that their
absolute location is stable. Unfortunately, environments
change, and a tree that was a useful landmark one day
may be gone the next. Therefore, to effectively cope
with a niche over time, internal representations, such as
cognitive maps, must be able to adapt to changing envi-
ronmental structure.

PLAN is a connectionist knowledge structure. The
nodes are cell assemblies (which actually are represen-
tations considerably more complex than the nodes found
in many connectionist systems), and the links between
them are variably weighted through a compensatory
learning rule based upon Hebb’s original learning rule.
Hebb’s learning rule essentially postulated that two neu-
rons which were active simultaneously would become
more strongly connected. In PLAN this rule applies at
the level of nodes. When two landmarks are experi-
enced near each other in time the connection between
their representations is strengthened. As a sequence is
repeated the relevant links continue to be strengthened,
reflecting the increasing certainty that the close spatial
proximity is a stable relationship. Furthermore, the learn-
ing rule is compensatory - as some links out of a node
are strengthened, others are automatically weakened.
This means an object that is only temporarily in an en-
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vironment will only become weakly connected to it, and
after it is no longer in the environment the connections
will eventually tend to drop out. Such a system places a
high premium on stability and experience.

The compensatory learning rule has a number of
consequences with regard to how environments are
learned. First, such a rule is recency based; new learn-
ing tends to automatically expunge old learning. A heu-
ristic version of such a rule would postulate that the
best predictor of the state of an environment is the
most recently experienced state of the environment. Of
course this is tempered by the long term structure
present; a well learned environmental feature will tend
to remain in a representation for some time after it is no
longer present, much as amputees often experience
“phantom limbs” for extended periods of time after
losing an appendage. One interesting question in de-
signing learning systems is how to tailor a compensa-
tory learning rule to the kinds of environments it will
be used in. Oddly enough, the rate at which elements
should drop out of a representation does not seem di-
rectly related to the relative stability of the environment.
For example, in highly unstable environments, one might
prefer a very responsive learning rule in which old ele-
ments dropout quickly. On the other hand, in environ-
ments which are extremely stable a responsive learning
rule might also be useful because once an element is
gone it will be unlikely to reappear. Indeed the reap-
pearance factor would seem to be central to this issue.
If environmental elements tend to appear, disappear,
and reappear at irregular intervals (for example a car in
a driveway) then a less responsive learning rule would
appear to be more logical than in an environment where
once an element is gone it is probably gone for good.

There are other advantages to variably weighted links.
In a spreading activation planning system, such as is
used by PLAN and R-PLAN, the increasing ability to
propagate activity through high-strength links means that
the shortest path between two points will not always be
the one selected. Instead the paths selected will tend to
favor those sequences that have been experienced the
most times. Such a policy not only tends to reduce un-
certainty, but, assuming that routes that have been taken
numerous times are safer than new routes, also places a
premium on safety over optimality.

In summary, the simple connectionist learning rule
of strengthening links with repeated experience is a
natural method of coping with uncertainty. The links
represent a sequential relationship and the strength of
the links comes to represent the certainty of the asso-
ciation.

The compensatory nature of input and
structure

In most knowledge-based systems there is a substantial
apparatus, apart from the knowledge structure per se,
whose function is to organize, compare, and otherwise
manage the knowledge in the system. An architecture
consisting of networks of cell assemblies affords a more
economical solution to this problem. Rather than hav-
ing the knowledge managed by other agents, in such an
architecture the elements of the knowledge structure
themselves determine the course of processing.

Cell assemblies are semiautonomous (Hebb, 1963)
activatible representations of reality that do not rely
uniquely on the sensory interface to become ot to stay
active. Cell assemblies have an autonomous character
because a system of cell assemblies processes by propa-
gating activity within its structure rather than by mov-
ing data from storage into a CPU for processing. At the
same time such autonomy must be tempered. One way
is by preserving the connectionist notion of nominat-
ing percepts through competition, while enhancing such
competition by placing it in a far more symbolic con-
text. Another is through the use of internal control
mechanisms which preserve the sequential nature of
the structure by imbuing a natural time course of acti-
vation on any given symbol.

The time course of activity of a cell assembly pro-
vides an example of the potential power of a semiauto-
nomous process. A given cell assembly will tend to
resonate to particular types of environmental stimuli.
If a particular stimulus is strong enough, neurons within
the cell assembly will become active. At this point the
structure of the cell assembly provides natural feedback
mechanism to enhance and sustain the activity (subject
to competition from other cell assemblies). As the cell
assembly remains active it expends resources (such as
transmitter substances) and eventually fatigues and be-
gins to shut down. These processes impose a natural
time course of activity, which in humans is thought to
be about five seconds. This time course impacts nu-
merous aspects of cognition including the number of
elements which can be held in working memory at one
time. Further, this time course can be altered by other
cognitive processes, enhancing the flexibility of the sys-
tem especially with regard to learning, Much more de-
tail on these issues can be found in (Kaplan, et al. 1991;
Sonntag, 1991; Chown, 1994).

As in other connectionist representations, environ-
mental input and internal structure have a compensa-
tory relationship in a cell assembly structure. Incom-
plete knowledge can be supplemented by information
picked up from the environment. Impoverished envi-
ronmental information can be filled in by previously



acquired knowledge. Such an arrangement would seem
consistent with the conjecture that a modest sensory
system and a modest internal model building capability,
propetly integrated, ate likely to manage uncertainty far
more effectively than even a highly developed version
of either functioning alone.

Networks and environments

The network architecture is based upon two important
properties of the environments that are likely to be en-
countered: 1) they are made up of identifiable objects,
2) the objects are experienced in recurring temporal
patterns. There are numerous examples in nature of
organisms whose interactions with the world are not
based upon these properties; for example, it is com-
mon for organisms to react to very specific, hard-wired
stimuli. The payoff of a network architecture is that it
generalizes to many potential niches. To be effective
these networks require that a given niche consists of
uniquely identifiable, positionally stable objects which
occur relatively close to each other. A topological struc-
ture such as a network is based upon proximity. This
can most cleatly be seen in the action of the learning
rule which is based upon simultaneous activation. What
this means is that in environments in which objects are
spatse, such as oceans or deserts, this type of represen-
tation will be relatively ineffective. This is not to say
that humans are unable to navigate these environments
effectively. Gladwin provides a beautiful counterexample
in his discussion of Puluwat navigators (1970). What
is fascinating about these navigators is that, even though
the Pacific Ocean would appear to be relatively devoid
of landmarks, their functioning highlights some of the
essential properties of the network representation. For
example, the Puluwat navigators make effective use of
“seamarks,” breaking long voyages up into series of
shorter ones. However, while some of these seamarks
are simple, such as reefs, others require sophisticated
pattern recognition, such as the ability to distinguish
patterns of interference set up in waves by nearby is-
lands. Further, even while the Puluwatans have devel-
oped an efficient method of dead reckoning based upon
sun and star positions, they rely upon it as little as pos-
sible. For example, the navigators have three known
routes to the island of Satawal, an island about 130 miles
distant, each varying in the amount of dead reckoning
required. One is essentially a straight course to the is-
land, the next involves a stop at the island of Pikelot
100 miles along the way. The third run, the favored
one, is described by Gladwin as follows

“Most navigators making this passage actu-
ally depart not under the star for Pikelot at
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all, but rather under the setting of Cassio-
peia, the star course for the southern tip of
Gray Feather Bank. After a run of only thirty
miles they are over its edge. Thereafter they
can follow along over it or near it to the next
reef, and so on all the way to Condor Reef.
Even if they stray off course they know where
they are: if they see reef under them on both
sides they know they have veered too far to
the north and should turn south, while if the
water is deep and clear below they know they
are too far to the south. No wonder men
dare leave for Pikelot even when drunk!” (p.

163)

The passage elegantly shows how certain, stable, en-
vironmental features can compensate for uncertainty, in
this case arising from factors such as changing current
and wind. What is interesting about this example is that
even though the environment apparently does not sup-
port the underlying knowledge structure very well, be-
cause of the lack of obvious landmarks, the Puluwatans
still appear to use the same strategies for navigation as
landlocked navigators. As Gladwin points out, the
Puluwatans do not compensate for the relatively poor
environment by using alternate representation strategies,
rather they appear to have an increased reliance on pat-
tern recognition. In essence, therefore, the Puluwatans
retain a relatively sparse, simple, representation with the
tradeoff that using it accurately requires more pattern
recognition. Such a reliance has costs of course, the
foremost being the extended periods of time that must
be spent learning the relevant patterns. This problem is
not explicitly addressed in R-PLAN since the environ-
ments used are information rich. Indeed indoor envi-
ronments often have the opposite problem the Puluwat
navigators faced since many hallways, for example, con-
tain the same features repeated over and over. One
reason why robots can perform in such environments is
that pattern recognition is relatively less important and
consequently a good internal model becomes more im-
portant.

VISUAL STRUCTURE - GATEWAYS

A network of nodes is an economical method of stor-
ing information in a way that effectively manages un-
certainty. However, while there is a degree of uncer-
tainty in any environment, in many niches there is also a
certain degree of stability. Object-based representation,
while economical, is sparse with regard to the actual
quantity of usable information. Useful information
which is left out can normally be picked up through the
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sensory interface, but such an arrangement can tie up
processing and slow down execution. For example, if
cognitive maps consisted purely of a network of land-
marks, there would be no stored information indicating
relative directions from one landmark to the next. A
journey using just such a structure would consist of
going to a landmark, looking for the next one, going to
it, etc. The structure stores ‘“what” the next landmark
is, but not “where” it is. While the human visual system
makes the “where” search process relatively fast, some
sort of stored directional information would reduce
processing and could work even in the absence of per-
ceptual information, such as at night, or during a dense
fog

The human visual system is split into two distinct
parts often called the “what” and “where” systems
(Ungetleider & Mishkin, 1982; Otto, Gradguillaume,
Boutkhil, et al., 1992). The “what” system primarily
deals with object recognition and therefore is central to
processing landmarks. The “where” system, on the other
hand, codes information concerning, among other things,
the locations of objects in space relative to the observer.
The information processed by the two systems is dis-
tinct; where the “what” system is detailed, the “where”
system uses coarser information such as texture and
crude shape. In a sense the “what” system deals with
pure objects regardless of their spatial locations, while
the “where” system deals with pure space regardless of
the particular objects involved. A complete representa-
tion of a scene would involve taking the objects identi-
fied by the “what” system and putting them into the
locations identified by the “where” system. Given that
this location information is constantly being processed,
and that it can usefully augment “what” information, it
is natural that it be incorporated into the knowledge
structure.

The topological representation described so far could
be thought of as invested almost exclusively in the
“what” system; it only requires the ability to recognize
landmarks. Even a small amount of location informa-
tion, especially encoded in the same type of economical
structutre as the network of landmarks, adds considet-
able functionality to the knowledge representation
(Kortenkamp & Chown, 1993).

Gateways

For sighted humans the primary soutce of location in-
formation is through the “where” portion of the visual
system. One of the critical questions in understanding
cognitive maps is how “where” information, acquired
from a particular viewpoint and egocentrically organized,
is synthesized with other views of the same environ-
ment. One might imagine trying to construct a coher-

ent representation of an environment from a few snap-
shots. A central conjecture of the PLAN architecture is
that there are structures within environments which can
serve to naturally organize mental representations; struc-
tures of this type are called gateways in PLAN.

Gateways, like landmarks, function as a kind of envi-
ronmental marker. However, where a landmark acts as
a mere indicator of place, gateways serve in that capac-
ity and have additional uses as well. The two defining
characteristics of navigational gateways are that they
occur at places that are often visited, and that new in-
formation becomes available at them (in cognitive map-
ping such information is typically visual). Fortunately,
in most environments, real and artificial, these places
are the same. The defining characteristics ensure that
gateways mark important transitional locations, which
gives rise to their names, taken from Christopher
Alexander’s design construct of the same name (1977).

Gateways represent natural transitions between one
region of space and another. Typical examples include
doorways, mountain passes, and entrances to forests.
In indoor environments gateways such as intersections,
doorways and junctions are relatively easy to recognize,
even for a robot relying primarily upon sonar, because
of the strong change in perceptual input associated with
an opening (Kortenkamp, et al, 1992). There are gate-
ways in other domains as well. In computer software,
for example, a menu is often a gateway for a new envi-
ronment. These would be strong examples of gateways
because they meet both of the defining criteria.

Gateways serve several essential roles in cognitive
structure. First, they provide a natural way to divide an
environment up into smaller, more manageable, pieces.
Gateways can be thought of as occurring at the transi-
tion between regions. Eventually gateways can be used
to organize these regions in a more abstract, hierarchi-
cal structure. Second, since they are easily identifiable
and frequently visited, gateways serve as ideal locations
to anchor visually based structures.

The anchoring problem has proven difficult for ro-
botic models in the past. There are several robotics
systems which use a form of scene-based storage which
have addressed this issue with mixed results. For the
most part the disadvantages are because they fail to ac-
count for the environments in which they will be used.
Asada (1988), for example, created scenes at fixed inter-
vals. While this method ensures uniformity and a cer-
tain amount of predictability it has numerous drawbacks.
Among these disadvantage is the fact there is no guar-
antee that intersecting paths will have a common point
where scenes are stored. Yeap improved on this by in-
troducing the concept of regions, which divide envi-
ronments up into smaller pieces (1988). Central to Yeap’s
region construct was the element of an exit which pro-



vided considerable inspiration for the development of
the gateway structure.

A non-spatial example might help to further clarify
this concept. In music there are gateways which help to
organize understanding. These include breaks between
movements, reintroductions of themes, etc. These gate-
ways help listeners organize their mental representations.
Part of the function of this process is predictive; the
reintroduction of a theme, for example, brings certain
expectations about what might happen next. Gateways
are strong markers which automatically trigger certain
cognitive responses and organization of structure. Al-
ternatively, imagine that representation of musical struc-
ture were organized by some other principle, such as
breaking a piece up after a fixed number of notes. Such
a structure in no way resonates to the natural construc-
tion of the music, providing little, if any, basis for ex-
pectations and predictions. By being sensitive to musi-
cal gateways and transitions, composers are able to ex-
ert a certain amount of control over the listening expe-
rience. Some modern music takes advantage of these
expectations in a different way, using the /ack of gate-
ways to provide a different type of feeling.

Local Maps

The gateway structure provides the foundation for the
second type of network in PLAN. Instead of having
object representations as nodes, the other type of net-
work has spatial representations as nodes. The new type
of node, called a “local map,” is a schematic representa-
tion of a scene. In essence a local map is a “snapshot”
of what can be seen from a gateway. The snapshot
metaphor is actually a poor one though, because the
information stored in a local map is schematic. Essen-
tially, a local map can be thought of as a schematic view
of alocation with the head held rigidly in place. Seeing
all the parts of the scene in such an arrangement re-
quires moving the eyes to focus upon different relative
locations. This information can be encapsulated as a
grid where each square of the grid represents an eye
location with the contents of the square representing
what can be seen with the eye in that position (Figure
1). By linking the grid to the representations of the
corresponding landmarks, the relative location of an
object can be quickly found. Thinking of the landmark
will associatively activate the relevant grid location yield-
ing the relative location. The grounding of the repre-
sentation in the physical system goes even further in
PLAN as multiple scenes can be stored at a single loca-
tion corresponding to what might be seen with differ-
ent head and body positions (Figure 2).

One theory of cognitive mapping postulates that the
functioning of cognitive maps takes place almost ex-

Making Predictions in an Uncertain World 11

Figure 1. A scene-based representation. The shaded
regions represent the presence of objects in the field of
view. The details of the objects are not shown in order
to reinforce the idea that this information is locational
in nature. In PLAN or R-PLAN the shaded locations
would be associatively linked to the representations of
the corresponding objects.

clusively within the hippocampus (O’Keefe and Nadel,
1978; O’Keefe, 1989). Most of the evidence concerns
the relationship between firing rates within the hippoc-
ampus as modulated by different locations and orienta-
tions within a location. These data appear to corre-
spond strongly with the directional structures in PLAN.
Trullier et al. (1997) review a number of models in-
spired by research on the hippocampus. A number of
these models postulate view-based representations which
are accessed by a combination of sensory input and head
and body positions. Like the work in robotics, they dif-
fer from PLAN in determining how and when such
views are constructed. Like PLAN, many of the mod-
els postulate that an important issue is the discrepancy
between the current view and the views stored in
memory. PLAN goes a step further in specifying the
types of differences which are important (eg. new in-
formation can be seen) and by postulating that organ-
isms are sensitive to particular environmental configu-
rations. In conjunction with more recent evidence pre-
sented by Squire (1992), this suggests that one role of
the hippocampus is as an interface between stored spa-
tial memory structures and the currently perceived en-
vironment. Such an interface is necessary for a repre-
sentation which is built around distinct locations and
views scattered throughout an environment.

Local maps provide the same types of tradeoffs be-
tween uncertainty and planning as are found in the land-
mark representations. Instead of linking landmarks to
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Figure 2. Local Maps. At a given location the potential
exists for several scene-based representations based
upon different head locations. In this representation
the orientation of the body is taken to be fixed. Different
parts of the representation correspond to different head
The location of an object in the
representation, therefore, yields the relative eye and head
locations necessary to view it from the fixed body
position.

locations.

other landmarks, in local maps “objects” in a scene are
linked to particular locations. The rules for linkage are
the same as they were for the network of landmarks,
ensuring that any given local map contains only those
“objects” which are often seen. Further, the actual ar-
rangements of objects within a local map need not be
exact. Once a general heading is determined, the sen-
sory system can take over and provide the needed preci-
sion. In this way the local maps reduce the load on the
sensory system but still rely on it to combat uncertainty.
As a further hedge against uncertainty, local maps are
linked together using the same rules as with landmarks.

Gateways and environmental structure

While the network of landmarks relies upon relatively
weak assumptions about the structure of environments,
the network of local maps relies upon much stronger
assumptions concerning the nature of gateways. It is
certainly possible, given these assumptions, that there
are environments without natural gateways. This is true,
and it is also true that there are many environments in
which humans do not function effectively. However,
the gateway is not the only knowledge structure avail-
able for navigation; there is also the associative network
of landmarks. The two structures are functionally com-
plimentary in many ways. The landmark structure can
be learned relatively quickly and provides a rough and
ready functionality with only a minimum of experience.
The gateway structure, on the other hand, while poten-
tially slower to learn, provides significant additional in-

formation and abstracts much more readily. Because
the local map is invested in stronger assumptions about
environmental structure than the landmark structure, it
is less likely to strongly apply to a given environment,
but more likely to yield significant payoff when it does.
The local map structure relies on some type of natural
gateways which may or may not be present in a particu-
lar environment. While not all environments may have
good natural gateways, the ones that do are more easily
abstracted into higher level constructs such as regions;
in turn these abstractions allow for simpler planning
and reasoning over large spaces. Given the conjecture
that the two representations are complimentary, it is rea-
sonable to suppose that organisms might rely on one or
the other structure in different niches, and that having
the two types of structure available is adaptive, not only
because systems which can function relatively indepen-
dently are useful in case one or the other breaks down,
but because it means that the organism can flourish in a
larger range of environments. The examples provided
by the interior hallway environment navigated by R-
PLAN and the islands around Puluwat show why this
might be the case. In the hallway environment there are
many possible gateways but few landmarks. The repre-
sentations of R-PLAN are much more invested in the
gateway structure due to the limited object recognition
capability of robots. Since a hallway provides few natu-
ral landmarks anyway this is not a major limitation. On
the other hand, in the open sea there are very few, if
any, natural gateways. As Gladwin pointed out the
Puluwat navigators were forced to rely almost exclu-
sively upon their pattern recognition capabilities in this
environment.

Gateways are useful because they mark transitions
from one environment to another (or to a subset of an
environment). Cognitively this allows the world to be
broken up into smaller pieces, each of which, presum-
ably, is more manageable than the whole. Furthermore,
gateways are likely to occur at particularly important
spatial locations, affording the ability, for example, to
escape to a safer environment. The importance of be-
ing able to leave an environment points out another
important attribute of an effective gateway, that it is
both an exit and an entrance; being thrust into a new
environment with no clear way to return is discomfort-
ing at best.

Alexander (1977), whose use of the term gateway
was applied in the design domain, recognized its impor-
tance in cognitive structure.

“Many parts of a town have boundaries drawn
around them. These boundaries are usually
in people’s minds. They mark the end of one
kind of activity, one kind of place, and the



beginning of another. In many cases, the ac-
tivities themselves are made more sharp, more
vivid, more alive, if the boundary which ex-
ists in people’s minds is also present physi-
cally in the world.” (p. 277)

The point that Alexander is making is that when cog-
nitive structure matches environmental structure people
will operate more effectively and comfortably. Envi-
ronmental features which naturally tend to organize
cognitive structure, as gateways do, are central to this
process. Environments, natural or designed, which lack
such features will be more difficult to organize
cognitively and effectiveness will be reduced.

One example of an artificial environment which can
be used to examine the gateway concept is a computer
operating system. As computer operating systems have
developed through the years they have taken on the struc-
ture of gateways to a larger and larger degree. Early
command-line operating systems were almost feature-
less and the user had to rely almost exclusively upon
expertise and memorization. One simple innovation to
the command-line system was to change the prompt
when a new program was run. This change in informa-
tion was a simple visual signal that somehow the envi-
ronment had changed from the operating system to that
of the running program. As graphical interfaces have
become more prominent the gateway notion has devel-
oped further; new programs even have their own area
on the screen. Even the name of these areas, “win-
dows,” indicates that new information can be seen in
them. By creating easily discernible breaks between
operations with different functionality, software becomes
simpler to manage cognitively. In Alexander’s terms,
creating a new window for a program creates a physical
boundary for the boundary already in people’s minds
between the operating system and the running program.
Further, Alexander has pointed out that gateways ought
to be solid “things” which emphasize the idea of transi-
tion. In software this has been done largely through the
use of menus. Rather than typing a command and get-
ting an abrupt transition the user finds a menu and is
prepared for the transition. Menus have the added ad-
vantage that they usually provide users with built-in
knowledge of exits which imply the safety of being able
to easily escape.

Computer operating systems have naturally coopted
the landmark structure as well. The most obvious ex-
ample of this is the representation of programs and
files as icons. Users are not required to know arcane
commands to run a program, they are only required to
recognize an icon. Naturally these icons fulfill a kind
of dual role since they also act as gateways; users know
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that if they click on a word processing icon they will
enter a different software environment.

It is not surprising that the terminology of software
systems often reflects the spatial nature of its structure;
internet software systems are referred to as “navigators,”
for example, with the links from one page to another
providing a kind of gateway. Gateways show up in
numerous other artificial structures; the chapter head-
ings of books inform readers of a transition to a new
topic, television shows have opening and closing cred-
its, and even multiple scenes in movies tend to be linked
by gateways through fadeouts, panning, etc. In every
case these artificial gateways are designed to provide
context for a conceptual shift in information. Conversely,
the lack of a gateway can be jolting and discomforting,
In terms of navigating in the real world, gateways tend
to be both entrances and exits, and an abrupt transition
may mean that there is no obvious exit available.

Gateways and hierarchy

Gateways also provide the basis for much of the hierar-
chy in PLAN and R-PLAN. Because they naturally break
environments into smaller pieces and because they tend
to be visited often, gateways lend themselves naturally
to abstraction. Regions can be thought of as the space
between gateways. This structure imposes a natural hi-
erarchy upon environments similar to that developed by
Yeap (1988), though Yeap’s definition of a region is more
narrowly defined and is tied very closely to enclosure by
visual barriers. The representations in PLAN which
can take advantage of this structure are called “regional
maps.” Regional maps ate structured exactly the same
as local maps but contain extended fields of view by
using the predictive power of the network structure.
As an environment becomes familiar, prediction, in
the form of activating the next local map, becomes more
efficient. For example, “around this corner I would
expect to see . ..” In time the predictive effects of
association will begin to be taken into account in the
current local map, patticularly if one pauses, as one might
at a gateway. If one mentally runs through the next
part of ajourney, a larger structure containing not only
the current local map, but parts of the neighboring lo-
cal maps can be created. Such a representation would
contain information beyond that which can be seen by
taking advantage of the predictive power of a network
structure. In terms of the representation the operation
involved is extending the boundaries of stored scenes.
If something farther away is thought of as being fur-
ther “up” or “out” in the visual field, then more distant
objects will be placed further than previous objects on
the periphery of the grid structure. Such placement
represents a distortion of the true visual field at the



14 CHOWN

location in question. However, the distortion can be
resolved by considering the regional map to occur at a
new point directly above the original point, correspond-
ing to an oblique view of the mapped region. Taken
further this means that as the atea covered by the Re-
gional Map expands, the perceived “height” of the map
will rise. Thus an oblique, or bird’s eye, viewpoint
emerges as one becomes more and more familiar with a
large scale space.

The importance of entry and exit gateways only in-
creases in such a structure. Since the structure is scene-
based it only contains information in the field of view.
However, since entry and exit gateways occur at the edges
of regions, a gateway corresponding to those locations
can contain the entire region in the field of view.

Cognitive maps and abstract environments

One striking aspect of implementing PLAN on a mo-
bile robot was that it could be made to work at all given
the fundamental differences in the capabilities, particu-
larly sensory capabilities, of humans and robots. Be-
cause robots do not possess general object recognition
abilities, the emphasis in R-PLAN was on the local and
regional map trepresentations (as already mentioned,
simulations of the network of landmarks have been run
and compared to human performance (O’Neill, 1990;
1991)). One reason that R-PLAN could succeed was
that it navigated in indoor environments created by hu-
mans. By their nature such environments tend to be
rich in the kind of structures detailed in this article,
particularly gateways. In fact, not only was it relatively
simple for the robot to identify gateways, but once the
robot had marked a location as being a gateway it could
repeatedly return to the same spot within 3.5 degrees
of orientation and 70 millimeters of position on subse-
quent visits (Kortenkamp, et al, 1993). Even if a net-
work of gateways were the robot’s only representation
it would afford the robot the ability to go from virtually
any location to any other in its environment by traveling
from one gateway to the next. Such a mode of travel is
quite similar to that reported by Pailhouse in his study
of taxi drivers (1969). Pailhouse found that Parisian
taxi drivers tended to divide the city up into regions
with at least one critical point in each region. For long
trips the taxi drivers would plan their trips as being from
one critical point to the next until they got close to their
destination.

R-PLAN represents one step along a longer path. In
R-PLAN the cognitive map structure was tested by
implementing it on an agent with vastly different per-
ceptual capabilities than humans. In R-PLAN, for ex-
ample, gateways can be determined by sonar, a percep-
tual modality that humans do not possess. One of the

issues this raises is how gateways might be recognized,
or even designed, in environments that are not visual in
character. For example in story analysis there are verbal
gateways which announce the transition from one part
of a story to another; a simple example is the word
“meanwhile” which cues the listener or reader that there
will be a context shift. Interestingly, “meanwhile” is
often accompanied by a phrase such as “back at . . .”
which serves to take the listener or reader somewhere
they have already visited. Of course stories are full of
other conventions that fit into the spatial framework;
indeed stories are often described as being “journeys,”
“trips,” etc.

The next step of this research is to more fully ex-
plore how the patterns found in the navigation domain
extend to other environments and niches. For this to be
the case the same rudimentary structures must appear
in such environments. Among the critical factors are:

1) They must be populated with uniquely identifi-
able objects.

2) Information flow within the environment should
be sequential.

3) There should be easily identifiable transitions
within the environment which mark context shifts.
Further, these transition points should be simple
to reach, generally permitting the possibility of
exit.

Returning to the example of music, it is clear that
musical pieces often match these three points very well.
Objects, in this case, are not only individual notes, but
can also be entire melodies. Certainly music is a se-
quential medium, and there are gateways such a pauses,
crescendos, diminuendos, etc. which mark transitions
between different structures.

If all of these points hold true, then the potential
environment should prove to be “friendly” in that it
should be reasonably simple to parse and learn. There
are other factors, of course, but these three things should
strongly predict how comfortable humans will find a
given environment.

One important direction to take this research is to
explore how these concepts map onto other domains
and to other organisms. In some cases this should be
relatively simple. For example, artificial worlds can eas-
ily be constructed which vary along any of the points
described above. Such worlds can be used to examine
concepts such as whether or not gateway structures make
understanding large-scale environments inherently easier.
The same sorts of tests can also be run with humans,
both on spatial environments and on abstract ones, to
test if the structure of an environment can truly predict
how easy it is to learn. One interesting point to re-
search is whether the gateway structure is only useful in



situations where abstract reasoning is called for, or
whether simple organisms in simple niches have no need
for such constructs.

CONCLUDING REMARKS

There is a continuum of uncertainty in real environ-
ments and even within a specific niche. Objects may
appear and disappear from one experience to the next
or they might be moved or changed in appearance. On
the other end of the continuum some objects are for all
practical purposes permanent. Furthermore, there are
patterns which are potentially exploitable across envi-
ronments, such as the gateway pattern. An adaptive
organism must be sensitive to as much of this continuum
as is possible if it is to survive in diverse niches. Just as
it is not reasonable to assume that there is no uncer-
tainty in an environment, it is also a mistake to assume
that there are not environmental features which can be
used for effective prediction. A significant aspect to
adaptive behavior is the ability of an organism to quickly
acclimate itself to new environments and niches. If
such an organism does not have to start with a com-
pletely blank slate in a given niche it has an adaptive
advantage. Cognitive maps are one example of how
organisms are able to take advantage of the fact that
the world is not random, that there are certain patterns
and structures which occur over and over in many dif-
ferent environments. Such patterns are not restricted to
purely spatial domains either, and so it is hardly surpris-
ing, given the parsimony of the brain, that such spatial
patterns could be exploited in arbitrary environments.
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